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Abstract: This paper introduces an approach to tree detection using mapped aerial images from drones. Tree detection 

is achieved by training a Faster Region-Based Convolutional Neural Network using Tensorflow Object Detection API. A 

Color-Based tree detector is also added to further filter out undesired detections such as tree shadows. Aerial images 

obtained from drones are mapped using Web Open Drone Map, an open-source drone mapping software. This paper 

aims to achieve a low-cost approach to disaster assessment using tree detection and drone images. The implemented 

system is able to detect trees and yielded an average detection rate accuracy of 85.63% and 95.14% for stitched maps 

and unstitched images respectively. 
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Introduction 

Drones have been used for multiple applications 

such as surveying, agriculture, photography, and many 

more. This led to an increase in the study and research 

about drones. There are numerous researches on drones 

used for surveying and analysis due to the ease of data 

gathering. 

 
The study in [1], similar to this paper, aims to detect 

trees using unmanned aerial vehicles. The study detects 

trees using point clouds obtained from LiDAR data. 

Analysis of 3D data gives an accurate detection, however 

it relies on Agisoft Software which is expensive. 

 
The study in [2] is also designed to detect objects 

using mapped aerial images. This is also a low-cost 

surveying method for post-disaster assessment. Despite 

the low-cost stitching method, the stitched maps have 

distortions and are dependent on the lighting. The object 

detection implemented was single-shot detector which is a 

fast detector model but not the most accurate. 

 

The work in [3] is a low-cost drone system used for 

analyzing elevation. Using a LiDAR lite V3 sensor and 

Arduino Uno, a surveying method is achieved. 

 
The implementation in [4] also involves drones that 

takes aerial images. The study focuses on determining 

vegetation of areas for agricultural purposes. Similarly, 

this study also made use of Web Open Drone Map to stitch 

the aerial images taken. However, the study is only used 

to determine areas of vegetation instead of counting trees 

one by one. 

 
In [5] and [6], a Viola-Jones classifier was trained in 

order to detect hydromorphological features around rives 

such as roads, shore, trees, and roads. Similar to this study, 

these applications can be used for disaster assessment and 

surveying. However, these are not applied to stitched 

maps which lessens the coverage of the detection. 

 
Additionally, the work in [7] was also a drone 
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equipped with camera for surveying, however instead of 

taking pictures for mapping, this uses video stream. Video 

streams have lower resolution and are  unnecessary for 

mapping which is why this method is not efficient  for  

object detection. 

 
Other drone studies were also conducted by 

applying a more accurate attitude controller such as 

Sliding Mode Controller in [8] and Fuzzy GS-PID Controller 

in [9] to improve drone performance while carrying 

payloads. Other frame types, experimental setups, and 

flight controllers were also introduced for improved 

applications such as obtaining mapping images as 

described in [10] and [11]. 

 
This paper introduces a low-cost method of 

accurately mapping an area using Web Open Drone Map 

and detecting the number of trees in the area with a 

trained Faster R-CNN model. The model is trained using 

Tensorflow, an open-source library intended for machine 

learning. Color filtering with OpenCV libraries is also added 

to increase the accuracy of the detection. With the 

functionalities of this system, a novel method of disaster 

assessment, surveying, and agricultural mapping is 

achieved. 

 
 

Design Considerations 

Web Open Drone Map 
 

Web Open Drone Map (WebODM) is an open- 

source software that allows the generation of maps, point 

clouds, digital elevation maps, and 3D models from drone 

images. Because WebODM is free compared to expensive 

mapping software such as Pix4D, this was the mapping 

software chosen in this study as the aim is to develop a 

low-cost mapping and tree detection algorithm with drone 

images despite the slower performance. 

 
This paper uses WebODM for 2D mapping of aerial 

images. The aerial images have to be geotagged in order 

to produce orthomosaic maps. These geotagged images 

were taken from different drone frames such DJ Phantom 

3, DJI Phantom 4, and a Skyhunter Fixed-Wing equipped 

with Pixhawk Flight Controller. WebODM is installed in 

Windows using Docker Quickstart Terminal and Virtualbox. 

WebODM can be opened by running the virtual machine 

through docker and visiting the dedicated IP Address and 

port using your internet browser. 

 

Figure 1 shows the WebODM application. In this 
application, the user can import the aerial images from 
drones, and the stitching progress can be seen. Table 1 

shows the duration of each mapping task with the 
corresponding number of images and the drone frame 
types used to obtain the images. 

 
 

Figure 1. WebODM WebApp 
 

 

Table 1. Stitching time of images 

 

 

Table 1 shows the duration of all the sets of images 

for mapping, however this does not completely define the 

performance of WebODM as it also depends on the 

specifications of the computer. 

 

Figure 2 is the orthomosaic output of WebODM using 
Image Set 2 from Table 1. This was mapped using a 
Skyhunter frame. The images were geotagged using 
Mission Planner. The other Image Sets from Table 1 were 
taken using DJI Phantom 3 and 4 which are already 
geotagged. Image Sets 3 to 11 are taken from [2] and are 
applied to WebODM. These mapped images are then used 
for object detection. 

 

R-CNN, Fast R-CNN, and Faster R-CNN 
 

Image 

Set 

Number 

of Images 

Duration Drone Frame 

Type 

1 35 1hr 22mins DJI Phantom 4 

2 25 1hr 11mins Skyhunter 

3 85 7hrs 8mins DJI Phantom 3 

4 55 2hrs 30mins DJI Phantom 3 

5 74 4hrs 57mins DJI Phantom 3 

6 60 2hrs 57mins DJI Phantom 3 

7 55 2hrs 46mins DJI Phantom 3 

8 54 2hrs 22mins DJI Phantom 3 

9 79 6hrs 30mins DJI Phantom 3 

10 185 9hrs 29mins DJI Phantom 3 

11 239 12hrs 

29mins 

DJI Phantom 3 
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The tree detection is achieved by training 914 

images of images taken by drones with the Convolutional 

Neural Network (CNN) architecture. These images are all 

annotated before training. Annotation is used to 

determine the locations of all the trees in each image. This 

is done by using the tool LabelImg. 

 
 

Figure 2. Image set 2 mapped with WebODM 
 

Figure 3. Annotation using LabelImg 

 

Figure 3 shows how all the images were manually 

annotated to be used for the object detection. The 

training images were all obtained from Google Images. 

This paper uses Tensorflow, an open-source platform for 

machine learning, to train the CNN architecture. 

 
The CNN used for this paper is the Faster Region- 

Based Convolutional Neural Network (Faster R-CNN). This 

was chosen due to its high accuracy and efficiency [12]. 

Since this is post-processing and does not need to be run 

in real-time, the speed of processing is not prioritized. 

 
Faster R-CNN is an improvement of Fast R-CNN and 

R-CNN. The Region-Based Convolutional Neural Network 

algorithm uses a method called selective search to extract 

boxes from an image that could contain objects. 

 
Selective search identifies patterns in an image 

[13]. Such patterns considered are colors, textures, size, 

and edges as seen on Figure 4. Similar regions are 

combined to form bigger regions with the numbers 

indicating the confidence of detection. These regions are 

considered as the objects in the image and are classified 

to their respective object types. 
 

Figure 4. Selective Search [13] 
 

These regions are reshaped and passed onto a CNN to 

extract features and to properly classify each region to their 

respective classes. For each region, a bounding box is 

predicted to properly locate the object in the image. These 

steps are illustrated in Figure 5. 
 

Figure 5. R-CNN Object Detection 
 

Figure 5 shows a sample image where regions are 
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chosen using selective search and are passed to a CNN for 

feature extraction. These features are then classified to 

their types such as trees, roads, ground. However, in this 

paper, the Faster R-CNN is trained to detect only trees. 

 
Because RCNN extracts roughly 2000 regions per 

image using selective search and makes use of three 

models (CNN for feature extraction, Linear SVM for object 

classifier, and regression for creation of bounding boxes), 

the CNN model becomes slow. The slow detection of RCNN 

resulted in the development of Fast R-CNN [14]. 

 
Fast R-CNN, instead of taking roughly 2000 regions 

per image and sending each region to a CNN for feature 

extraction, sends the whole image to a CNN to obtain a 

feature map of the whole image. Selective search is used 

to divide the feature map into regions of interest. These 

regions are then passed to a fully-connected layer 

containing softmax and linear regression layers. The 

softmax layer and the linear regression layer are used to 

classify the regions and return their bounding boxes 

respectively. 

 

 

Figure 6. Fast R-CNN Object Detection 
 

Figure 6 shows how objects are detected using Fast 

R-CNN. Compared to R-CNN which initially uses selective 

search and gets 2000 regions, Fast R-CNN sends the whole 

image first to a CNN and obtains a feature map. This saves 

a lot of computational time compared to sending 2000 

regions to CNNs. However, R-CNN also makes use of 

selective search which also consumes time during 

detection. 

 
Faster R-CNN is a modification of R-CNN as 

presented in [6]. Similar to Fast R-CNN, Faster R-CNN 

passes the input image to a CNN and obtains a feature 

map. The distinguishing factor of Faster R-CNN from Fast 

R-CNN is the use of Region Proposal Network (RPN) over 

selective search. The feature map is passed to the RPN 

which returns the object proposals along with the 

probabilities that the selected proposals are objects. The 

output from the RPN and the feature map are all passed 

on to a fully-connected layer which has a softmax layer 

and a linear regression layer. Similar to Fast R-CNN, the 

softmax layer and the linear regression layer are used to 

classify the regions and return their bounding boxes 

respectively. 

 

Figure 7. Faster R-CNN Object Detection 
 

As can be seen on Figure 7, RPN replaces selective 

search in Fast R-CNN. The RPN and the fully-connected 

layers are trained for effective detection. The 914 aerial 

images of trees were used to train this model. Since only 

trees were trained, only one class can be detected by this 

model. This model is then used for tree detection in 

mapped aerial images. 

 

Color Filtering 
Color filtering is an optional feature of this system 

which can help filter out the false detections from Faster R-

CNN. Such false detections include tree-like figures such as 

shadows of trees. This can be demonstrated on Figure 8 

which was obtained from [15]. 

Figure 8. Sample Object Detection using Faster R-CNN 
 

As seen on Figure 8, one of the shadows of the trees is 

included in the detection with a score of 53%. Because the 

model was trained with images of trees that are not only 
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green, the detection sees the shadow of the trees as actual 

trees. 

 
To counter this, this paper uses an additional color 

filtering scheme that allows a user to manually pick a range 

of color acceptable using OpenCV libraries. Colors outside 

the desired range are remove. This means that the false 

detections due to shadows are removed from the image. 
 

Figure 9. Sample image for color filtering 
 

Figure 9 shows an image taken from Google Images 

and the interface for the object detection. Trackbars will 

appear that allow users to choose the upper and lower 

limits of color in Hue-Saturation-Value (HSV) format. Pixels 

of the image that are outside the upper and lower HSV 

limits are filtered out.  

 

Figure 10. Filtered color of sample image 
 

Figure 10 shows the sample image from Figure 8 

applied with the color filtering. The upper and lower HSV 

values chosen for this particular image are 62 to 20, 255 

to 16, and 255 to 0 respectively. Further morphological 

transformations are done such as erosion and dilution to 

the filtered image to reduce noise. 

 

Figure 11 shows the output of the object detection 

with application of color filtering. Compared to Figure 8, 

this removes the shadow that was detected as an actual 

tree. This helps improve the accuracy of the detection 

system. Please see the detected images to compare. 

 

 

Figure 11. Sample Image Object Detection with Color 
Filtering 

 

Methodology 

 
Figure 12. System Flowchart 
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As seen on Figure 12, the system is started by 

mission planning the drone. Since there were 3 drone 

frames used in this paper, different methods of mission 

planning were used. To plan the missions with the DJI 

Phantom 3, an iOS app called Altizure for DJI is used to plot 

waypoints and trigger the camera. 

 

Figure 13, taken from [16], shows how the mission 

of DJI Phantom 3 is planned. This allows the user to vary 

the altitude, waypoints, and waypoints. These waypoints 

are then imported to the DJI Phantom 3. 

 

 
Figure 13. Altizure for DJI Mission Planning 

 

Similar to DJI Phantom 4, an iOS app called Map 

Pilot for DJI Phantom 4 is used for mission planning. Figure 

14, taken from [17], shows the interface of the app. 

Similarly, missions are set with the desired altitude and 

number of images. 

 
For the skyhunter fixed-wing frame, Pixhawk flight 

controller was used as the autopilot. To create missions 
with this autopilot, a software called Mission Planner was 
used. Figure 15, taken from [18], shows the waypoints 
and camera triggers for data gathering. 

Figure 14. Map Pilot for DJI Mission Planning 
 

Once the images are extracted from the drone, these 
images are imported to WebODM for stitching. As discussed 
before, an orthomosaic map, 3D point clouds, and elevation 
model can be generated with WebODM, but in this paper, 
only orthomosaic maps will be used as the detection model 

is only for 2D images. 

 

 
Figure 15. Mission Planner 

 
The extracted orthomosaic map will be manually 

inputted to the object detector. If color filtering is enabled, 
the user is able to choose the desired range of color in HSV 
format as discussed in the Color Filtering section. However, 
this feature is optional and can be skipped by the user. 

 
Once color filtering is done or is skipped, object 

detection via Faster R-CNN is used. As in the discussion of 
Faster R-CNN, the bounding box and the corresponding 
object class is outputted from the model. Bounding boxes 
that are outside the desired color area is not included in the 
detection. Additionally, objects detected with Faster R-CNN 
that have objectness scores below a certain threshold 
(typically 50%) are removed. With this, object detection in 
orthomosaic maps is achieved. 

 
Data and Results 

2D Mapping 
 

 

Figure 16. Stitched Map of Image Set 7 
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Figure 16 shows the stitched map from Image Set 7 

as described in Table 1. This is inputted to the object 

detector for tree counting. Both color filtering and tree 

detection were used to produce the correct number of 

bounding boxes. 

Object Detection on Stitched Maps 
 

 

Figure 17. Object Detection of Stitched Map of Image Set 7 

 
Figure 17 shows the bounding boxes around the 

stitched map. Their classification which is “tree” is 
displayed along with each objectness score. The user is 
able to change the threshold of the objectness score to 
any value desired (typically 50%). 

 

This model is tested on all 11 image sets as listed on 
Table 1. This data was used to compute the accuracy of 
the model as shown in Table 2. 

 
Table 2. Summary of Detected Objects on Stitched Images 

 

Image 

Set 

No. of Trees 

Detected 

No. of Actual 

Trees 

1 9 12 

2 11 14 

3 10 9 

4 5 7 

5 6 6 

6 36 45 

7 52 59 

8 48 50 

9 18 20 

10 22 23 

11 18 23 

 

Table 2 shows the number of detected trees and the 

number of actual trees. The percentage error can be 

computed by the average of the absolute difference of the 

number of actual trees and the number of detected trees 

divided by the number of actual trees. The percentage 

error of the detection rate taken from this data is 14.37%. 

 

Object Detection on Unstitched Images 
 

Similarly, this approach was also used on aerial 

images that were not stitched for further redundancy 

testing. 

 

Figure 18. Object Detection on Unstitched Image [16] 

 
The upper image on Figure 18 is an image from [16] 

that shows an aerial image. This was inputted to the object 
detector model, and the lower image is the output. As can 
be seen on Figure 18, 7 out of 7 trees were detected. In 
example, the model achieved 100% detection accuracy. This 
is also tested on other singular unstitched images as seen 
on Table 3. 

 
Table 3 shows the number of trees that are detected 

by the model with the unstitched images. From this table, 
an accuracy of 95.14% for the detection rate is obtained. 
This shows a higher accuracy for smaller and unstitched 
images. 
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Table 3. Summary of Detected Objects on Stitched Images 

 

Image 

# 

No. of Trees 

Detected 

No. of Actual 

Trees 

1 5 5 

2 7 7 

3 9 9 

4 1 1 

5 18 21 

6 5 5 

7 9 8 

8 12 12 

9 15 17 

10 9 10 

 

 
Conclusion 

The implemented system was successful in creating 

orthomosaic maps with aerial drone images using 

WebODM and detecting the trees using the trained Faster 

R-CNN model. Despite the slower stitching of WebODM 

compared to ready-made software, it is desirable to use 

WebODM especially for low-cost applications. 

 
Because the trained detection model arrived at an 

average detection rate accuracy of 85.63% for stitched 

maps and 95.14% for unstitched images, the system was 

successful in detecting the desired objects. The accuracy 

in unstitched images showed higher values than the 

stitched maps. This may be because the images used for 

training the Faster R-CNN model were unstitched images. 

The color detection also showed successful filtering as it 

removes shadows and other unwanted detections from 

the images. 

 
For further improvement, stitched maps may also 

be added to the training data of the detection model. In 

the application of disaster assessment, other objects may 

also be considered for training detection models such as 

structures and roads. Additionally, point clouds may be 

used for object detection schemes since WebODM also 

produces point clouds and elevation models. 
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