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Abstract: Object tracking is one of the main issues in image processing. A real-time CNC is designed and implemented 

in which the target image is taken using the digital camera every ten milliseconds. After extracting the new position, 

the target's exact location is sent to the CNC; then, the CNC pen will move to that location and copy the target path. In 

this project, a Raspberry Pi 3 Model B+ board is used as the processor and the controlling board, a Raspberry Pi digital 

camera is the input unit, and the CNC motors and its pen are the output unit. The target is a small dark dot moving on 

a white surface with the dimensions of 4.5 cm × 4.5 cm. The camera is placed under the surface, so a tiny magnet is 

used on the surface, which the user can easily displace to move the target. Kinematic analysis of the proposed structure 

is done using Denavit-Hartenberg parameters. The CNC is programmed in Python and implemented using stepper 

motors and an output plane. Template Matching TM_CCOEFF_NORMED function of the OpenCV image processing 

library of Python is used to read and detect the target. Various test results show that the machine is successful both in 

repeating the patterns created by the user and reproducing the same line without deviation. 
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Introduction 

    CNC, which stands for Computerized Numerical 

Control, is a mechanical framework for various 

applications from home workshops to high-level industrial 

usages. In this manufacturing machine, usually, a pre-

programmed code (known as G-code) controls the 

movement of the end effectors. New equipment and 

features are added to the device every day, making CNCs 

more powerful and valuable in the industry. The main 

applications are cutting or carving tools using drilling 

machines [1,2], where the end effector's exact location 

and trajectory are totally controlled using controller 

boards.   

Combining CNC with image processing makes it more 

powerful and suitable for various applications. A digital 

camera can capture pictures, and the CNC is supposed to 

act according to them. For example, image duplication of 

a key on a blank one can be automatically done [3], where 

the image of the key is taken and, after compiling to G-

code, is transferred to the CNC to create the copy. Or the 

image processing can be used to detect faults instead of 

heavy and power-consuming sensors [2,4]. Since the 

camera does not load the system electronically and can be 

moved easily toward new targets [5,12], image processing 

has become very popular [16,17].   

However, real-time code generation is of interest as well 

[6-8]. Tracking a moving target, for example, needs taking 

pictures and processing them once in a while to follow the 

target [9]. Surgical robots that are doing surgery based on 

the image sent by a micro camera in the patient's body 

[10], or anywhere a robotic arm is used to do tasks 

according to the image processing [11] are examples of 

this type. 

Moreover, studies of mechanical structures' forward 
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and inverse kinematics are critical to perform simulations 

before implementation. Using Denavit-Hartenberg 

parameters (DH parameters) is a famous and well-known  

In this paper, a target is moving on a surface by the user, 

and the CNC is supposed to repeat its trajectory on 

another surface using a pen, as shown in Fig. 1. To do this, 

the device is made into three separate units: input, 

processing and output unit. Processing and control of the 

motors are done using Raspberry Pi 3 Model B+ board, 

and a digital camera suitable for Raspberry Pi takes the 

real-time position of the target as the input unit. Finally, 

the result is transferred to the motors of the biaxial CNC 

as the system output. DH parameters extract the CNC 

forward kinematic model, and the geometrical method is 

used to establish the inverse kinematics analysis. 

Usual CNCs work with predefined codes (G-Code); 

here, a CNC is presented, which can generate real-time 

codes for CNC using a raspberry pi board and in Python 

programming language, so there is no need for computers 

and no need for G-Codes. On the other hand, the 

raspberry pi can take images from its camera module, 

which is a very cheap and available module, making this 

kind of CNC implementation easier. 

 

 

In the following, at first different parts of the project 

are described, along with the programmed code 

explanation, and then the kinematic model is presented. 

The final part includes some test results of the CNC. 

Different Parts 

Input Unit 

The target is a moving black dot that will be 

discerned on a white square board. A Raspberry pi 

suitable digital camera (Fig. 2) takes the target image and 

sends it to the processing unit once every ten milliseconds. 

Communication between the camera and the processing 

unit is established through a 15cm flat cable.  
The camera needs about three seconds for the first 

tuning, and the minimum distance for the proper focus 

can be trimmed using a tiny wheel on the module[18]. 

Here a distance of 14cm between the digital camera and 

the whiteboard is set, and the autofocus mode is used to 

make the camera to be able to focus correctly on the 

moving black dot and take clear pictures. No special light 

source is added and the pictures are taken in the ambient 

light. The black dot can be moved in the two-dimensional 

space; then, the CNC is supposed to track and draw the 

same pattern using a pen. 

 

 

To implement the idea, a whiteboard with 

dimensions of 4.5cm × 4.5cm is considered as the surface, 

where a small magnet is moved on it by the user (Fig. 3). 

The movement of the magnet is transferred to a small iron 

piece of metal which is taken as the target by the camera 

under the surface. Edges of the surface are divided into 

270 parts; hence each pixel on the whiteboard is a square 

Figure 1. Block diagram of the online object tracking 

CNC 

Figure 2. Closed shot of the target 

Figure 2. Raspberry Pi digital camera 

 

Figure 3. The platform layout of the camera and the target 
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with dimensions of about 0.16mm. 

 

Processing Unit 

All the process of finding coordinates of the black dot 

and commanding the axes of the CNC is done by a 

Raspberry Pi 3 B+ using Python programming language.  

As mentioned earlier, an image of the target is sent 

to the processor every ten milliseconds. Then the 

processor needs to process the image and discern the 

black dot; Template Matching Technique will do this. For 

this purpose, a closing shot of the target (Fig. 4) will be 

used as the reference template to seek its properties in 

the received image from the digital camera. After finding 

the part of the image that completely matches the 

template, it is possible to see its coordinates on the 

whiteboard. There are six methods of Template matching 

in the Python image processing library. All of the methods 

have been tested, so the most proper way for this purpose 

is TM_CCOEFF_NORMED (from the OpenCV library) [14]. 

This method works with the following formula: 

 

R(x, y) = ∑x′, y′T′ (x′, y′) 2 .∑x′, y′I′(x+x′, y+y′) 2∑x′, y′ (T′ 

(x′, y′).I′(x+x′, y+y′)) 

(1) 

Applying the above formula to the image, the result 

will be like what is shown in Fig.5-a. The whitest part of 

Fig.5-a is the most matched part of the input image with 

the template. So, the detected target in Fig.5-b is correct. 

To obtain the coordinates of the detected point, the 

function "cv2.minMaxLoc ()" is used. Using this function, 

the coordinates will be saved in two different variables.  

Fig. 6 shows the flow chart of the code. 

Output Unit 

A biaxial CNC is used to print the resulting pattern. 

Each axis is moved by a four-wired stepper motor with a 

4.5cm shaft, as shown in Fig.7. 

The 4.5cm is traversed through 270 steps. Thus, the 

length of each step will be 0.16mm. According to the 

library written for Raspberry Pi to turn the stepper motors, 

four steps will be passed each time they get commands to 

move. Therefore, the length of each sketched step will be 

about 0.66mm. The output surface is a 4.5cm × 4.5cm 

square containing 4489 pixels. The origin of coordinates is 

marked in Fig. 8.  

 

 

 

Figure 3. a) the most matched part of input image 

with the template, b) detected target 

Figure 4. Program flow chart 

Figure 7. Four wired stepper motor with 4.5Cm shaft 

Figure 8. Output surface 
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Motor movements are done according to the 

commands sent from the processor. The procedure 

considers the new location and the current location, and 

the difference is calculated linearly. The steps of 

movement in each direction are sent to the motors. 

 

   Kinematic Model 

In Fig. 9, the kinematic model of the proposed CNC 

is presented. Coordinates are assigned to joints, and DH 

parameters are brought to the table. The homogeneous 

transformation matrix to conform two coordinates can be 

calculated as shown in Fig. 9 [15]: 

 

 

 

Which Roti,j denotes rotation about i axis for the 

amount of j radians, and Transi,j is displacement along i 

axis for j meters. Since L1 and L2, lengths of the first and 

second link, are 10 and 8 centimeters, respectively, the 

homogeneous transformation matrices will be as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

The last matrix shows the transformation from the 

base to the end effector. For inverse kinematics, the 

geometrical method can be used where the variable 

amounts of the joints are specified based on the end-

effector position. The model is resketched in Fig. 10; 

according to the model and the location of the joints, it’s 

clear that: 

 

 

 

  Test Results 

The system is tested several times with different 

patterns to check its performance. The purpose of the 

whole machine is to follow the pattern sketched by the 

user correctly, so the tests are divided into two groups, 

one of them being shapes of different lines, e.g., edges or 

diagonals of a square. The other type of test is repeating 

a specific line or some parallel lines to examine the 

repeatability of the CNC. These tests show important 

properties, like ability to control motors and sketch edges 

in real time which means right after the user draws a 

design. Also experiments verity that the output line will 

have no deviation in the case of repeating the same path.  

 

 

 

Figure 9. Kinematic model and DH parameters 

Figure 10. Geometrical model 

Figure 11. Edges and diagonals of a square 
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Fig. 11 shows the shape of a square and its diagonals. 

In Fig. 12, two parallel 'a' and ‘b’ lines are plotted. Also, in 

this test, line b is repeated twice to check for any deviation 

or error in the plot, and because of that, the line is 

highlighted. Fig. 13 shows test with more parallel lines. 

 

 

 

 

 

 

 

 

   

 

Conclusion 

A real-time object tracking CNC machine is presented, 

which captures an image of the target every ten 

milliseconds using a digital camera and copies the 

trajectory. A Raspberry Pi board is programmed in Python 

to process the image and calculate the target's new 

position. The new location is sent to stepper motors to 

move the CNC pen and repeat the target path. 

For future works, the wireless version of the project 

can be considered along with the parallel processing for 

commanding motors simultaneously. 
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