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1. Introduction 
 

It is obvious that forecasting activities play 
an important role in our daily life. The classi-
cal time series methods can not deal with 
forecasting problems in which the values of 
time series are linguistic terms represented by 
fuzzy sets [19]. Therefore, in [13], Song and 
Chissom presented the theory of fuzzy time 
series to overcome the drawback of the clas-
sical time series methods. Based on the theory 
of fuzzy time series, Song et al. presented 
some forecasting methods [11], [13], [14], [15] 
to forecast the enrollments of the University 
of Alabama. In [1], Chen presented a method 
to forecast the enrollments of the University 
of Alabama based on fuzzy time series. It has 
the advantage of reducing the calculation time 

and simplifying the calculation process. In [7], 
Chen et al. used the differences of the enroll-
ments to present a method to forecast the en-
rollments of the University of Alabama based 
on fuzzy time series. In [4], Huang extended 
Chen’s work presented in [1] and used simpli-
fied calculations with the addition of heuristic 
rules to forecast the enrollments. In [3], Chen 
presented a forecasting method based on 
high-order fuzzy time series for forecasting 
the enrollments of the University of Alabama. 
In [2], Chen and Hwang presented a method 
based on fuzzy time series to forecast the 
temperature. 

In [13] and [14], Song et al. used the fol-
lowing model for forecasting university en-
rollments: 
Ai ＝ Ai - 1。R,                     (1) 



A New Method to Forecast Enrollments Using Fuzzy Time Series 

Int. J. Appl. Sci. Eng., 2004. 2, 3  235 

where Ai - 1 denotes the fuzzified enrollments 
of year i - 1 represented by a fuzzy set, Ai de-
notes the fuzzified enrollments of year i rep-
resented by a fuzzy set, the symbol 。 denotes 
the Max-Min composition operator, and R is a 
fuzzy relation formed by the fuzzified en-
rollments of the fuzzy time series. The fore-
casting method presented in [13] has the fol-
lowing drawbacks: 
(1) It requires a large amount of computations 

to derive the fuzzy relation R show in 
formula (1). 

(2) The max-min composition operations of 
formula (1) will take a large amount of 
computation time when the fuzzy relation 
R is very big. 

In [10], Li et al. presented a dynamic neural 
network method for time series prediction us-
ing the KIII model. In [16], Su et al. presented 
a method for fusing global and local informa-
tion in predicting time series based on neural 
networks. In [17], Sullivan et al. reviewed the 
first-order time-variant fuzzy time series 
model and the first-order time-invariant fuzzy 
time series model presented by Song and 
Chissom, where their models are compared 
with each other and with a time-variant Mar-
rkov model using linguistic labels with prob-
ability distributions.  

However, the forecasting accuracy rates of 
the existing fuzzy time series methods for 
forecasting enrollments are not good enough. 
In this paper, we present a new method to 
forecast the enrollments of the University of 
Alabama. The proposed method belongs to 
the first order and time-variant methods. It 
can get a higher forecasting accuracy rate for 
forecasting enrollments than the existing 
methods. 

The rest of this paper is organized as fol-
lows. In Section 2, we briefly review basic 
concepts of fuzzy time series from [12], [13] 
and [14]. In Section 3, we use the theory of 
fuzzy time series to propose a new method to 
forecast the enrollments of the University of 
Alabama. In Section 4, we compare the fore-
casting results of the proposed method with 

the existing methods. The conclusions are dis-
cussed in Section 5. 
 
2. Basic concepts of fuzzy time series 
 

In [12], [13] and [14], Song et al. proposed 
the definition of fuzzy time series based on 
fuzzy sets [19]. Let U be the universe of dis-
course, U＝{u1, u2, …, un}, and let A be a 
fuzzy set in the universe of discourse U de-
fined as follows:  
 

 ,/)(/)(/)(   2211 nnAAA uufuufuufA +++=   
(2) 

where  Af is the membership function of 
A,  Af : U → [0, 1], )( iA uf  indicates the grade 
of membership of iu  in the fuzzy set 
A, ∈)( iA uf [0, 1], and 1≤  i ≤  n. 

Let X(t) (t ＝ …, 0, 1, 2, …) be the uni-
verse of discourse and be a subset of R, and 
let fuzzy set )(tfi (i ＝ 1, 2, …) be defined in 
X(t). Let F(t) be a collection of )(tfi (i＝1, 
2, …). Then, F(t) is called a fuzzy time series 
of X(t) (t ＝ …, 0, 1, 2, …). 

If F(t) is caused by F(t - 1), denoted by  
F(t - 1) → F(t), then this relationship can be 
represented by F(t) = F(t - 1)。R(t, t - 1), 
where the symbol “。” denotes the Max-Min 
composition operator; R(t, t – 1) is a fuzzy 
relation between F(t) and F(t - 1) and is called 
the first-order model of F(t). 

Let F(t) be a fuzzy time series and let R(t, t 
- 1) be a first-order model of F(t). If R(t, t - 1) 
= R(t - 1, t - 2) for any time t, then F(t) is 
called a time-invariant fuzzy time series. If 
R(t, t - 1) is dependent on time t, that is, R(t, t 
- 1) may be different from R(t - 1, t - 2) for 
any t , then F(t) is called a time-variant fuzzy 
time series. 

In [14], Song et al. proposed the 
time-variant fuzzy time-series model and 
forecasted the enrollments of the University 
of Alabama based on the model. The method 
for forecasting the enrollments is briefly re-
viewed as follows: 



Shyi-Ming Chen and Chia-Ching Hsu 

236  Int. J. Appl. Sci. Eng., 2004. 2, 3 

Step 1: Define the universe of discourse with- 
in which fuzzy sets are defined. 
Step 2: Partition the universe of discourse U 
into several even and equal length intervals. 
Step 3: Determine some linguistic values 
represented by fuzzy sets of the intervals of 
the universe of discourse. 
Step 4: Fuzzify the historical enrollment data. 
Step 5: Choose a suitable parameter w, where 
w ＞ 1, calculate Rw(t, t - 1) and forecast the 
enrollments as follows: 

F(t) = F(t - 1)。Rw(t, t - 1),              (3) 

where F(t) denotes the forecasted fuzzy en-
rollment of year t, F(t-1) denotes the fuzzified 
enrollment of year t – 1, and  

Rw(t, t - 1) = FT(t – 2) × F(t - 1) F∪ T(t - 3) × 
F(t - 2) … F∪ ∪ T(t - w) × F(t – w + 1),    (4) 

where w is called the “model basis” denoting 
the number of years before t, “×” is the Carte-
sian product operator, and T is the transpose 
operator. 
Step 6: Defuzzify the forecasted fuzzy en-
rollment using neural nets. 

In [17], Sullivan et al. used the following 
Markov model to forecast the enrollments of 
the University of Alabama:  

mtt RPP ∗′=′+1  ,                   

where Pt is the vector of state probabilities at 
time t, Pt+1 is the vector of state probabilities 
at time t + 1, Rm is the transition matrix, and 
“＊” is a conventional matrix multiplication 
operator. It is obvious that formula (5) is a 
time-invariant fuzzy time-series model due to 
the fact that it does not change with time. The 
other style of the Markov model is called the 
time-variant fuzzy time-series model as fol-
lows: 

  ,1
k
mtt RPP ∗′=′+ k = 1, 2, …,          (6) 

where k
mR  varies with time. For more details, 

please refer to [17].  
 
3. A new method for forecasting enroll-

ments using fuzzy time series 
 
In this section, we present a new method to 

forecast the enrollments of the University of 
Alabama based on fuzzy time series. The his-
torical enrollments of the University of Ala-
bama are shown in Table 1 [14].  

First, the proposed method defines the uni-
verse of discourse and partitions the universe 
of discourse into some even and equal length 
intervals. Then, it gets the statistical distribu-
tions of the historical enrollment data in each 
interval and re-divided each interval. Then, it 
defines linguistic values represented by fuzzy 
sets based on the re-divided intervals and 
fuzzify the historical enrollments to get fuzzi-
fied enrollments. Then, it establishes fuzzy 
logical relationships based on the fuzzified 
enrollments. Finally, it uses a set of rules to 
determine whether the trend of the forecasting 
goes up or down and to forecast the enroll-
ments. Assume that we want to forecast the 
enrollment of year n, then the “difference of 
differences” of the enrollments between years 
n-1 and n-2 and between years n-2 and n-3 = 
(the enrollment of year n-1 - the enrollment of 
year n-2) - (the enrollment of year n-2 - the 
enrollment of year n-3). The proposed method 
is now presented as follows: 

 
Step 1: Define the universe of discourse U 
and partition it into several even and equal 
length intervals u1, u2, ..., and un. For example, 
assume that the universe of discourse U＝

[13000, 20000] is partitioned into seven even 
and equal length intervals u1, u2, u3, u4, u5, u6 
and u7, where u1＝ [13000, 14000], u2 ＝

[14000, 15000], u3＝[15000, 16000], u4＝

[16000, 17000], u5＝[17000, 18000], u6＝

[18000, 19000] and u7＝[19000, 20000]. 
 
Step 2: Get a statistics of the distribution of 
the historical enrollments in each interval. 

(5) 
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Sort the intervals based on the number of his-
torical enrollment data in each interval from 
the highest to the lowest. Find the interval 
having the largest number of historical en-
rollment data and divide it into four 
sub-intervals of equal length. Find the interval 
having the second largest number of historical 
enrollment data and divide it into three 
sub-intervals of equal length. Find the interval 
having the third largest number of historical 

enrollment data and divide it into two 
sub-intervals of equal length. Find the interval 
with the fourth largest number of historical 
enrollment data and let the length of this in-
terval remain unchanged. If there are no data 
distributed in an interval, then discard this in-
terval. For example, the distributions of the 
historical enrollment data in different inter-
vals are summarized as shown in Table 2 [6]. 
 

 
 
 

Table 1. The historical enrollments of the University of Alabama [14] 

Year Enrollments 
1971 13055 
1972 13563 
1973 13867 
1974 14696 
1975 15460 
1976 15311 
1977 15603 
1978 15861 
1979 16807 
1980 16919 
1981 16388 
1982 15433 
1983 15497 
1984 15145 
1985 15163 
1986 15984 
1987 16859 
1988 18150 
1989 18970 
1990 19328 
1991 19337 
1992 18876 
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Table 2. The distribution of the historical enrollment data [6] 
Intervals [13000,14000] [14000,15000] [15000,16000] [16000,17000] [17000,18000] [18000,19000] [19000,20000]

Number of historical 
enrollment data 3 1 9 4 0 3 2 

 
 

After executing this step, the universe of 
discourse [13000, 2000c0] is re-divided into 
the following intervals [6]: 
 
u1,1＝[13000,13500], u1,2＝[13500,14000], 
u2 ＝[14000,15000], u3,1＝[15000,15250], 
u3,2＝[15250,15500], u3,3＝[15500,15750], 
u3,4＝[15750,16000], u4,1＝[16000,16333], 
u4,2＝[16333,16667], u4,3＝[16667,17000], 
u6,1＝[18000,18500], u6,2＝[18500,19000], 
u7 ＝[19000,20000].  

 

Step 3: Define each fuzzy set Ai based on the 
re-divided intervals and fuzzify the historical 
enrollments shown in Table 1, where fuzzy set 
Ai denotes a linguistic value of the enroll-
ments represented by a fuzzy set, and 

131 ≤≤ i . For example, A1＝very very very 
very few, A2＝very very very few, A3＝very 
very few, A4＝very few, A5＝ few, A6＝

moderate, A7＝many, A8＝many many, A9＝

very many, A10＝too many, A11＝too many 
many, A12＝too many many many and A13＝

too many many many many, defined as fol-
lows [6]:  
 

A1＝1/u1,1＋0.5/u1,2＋0/u2＋0/u3,1＋0/u3,2＋

0/u3,3＋0/u3,4＋0/u4,1＋0/u4,2＋0/u4,3＋

0/u6,1＋0/u6,2＋0/u7, 

A2＝0.5/u1,1＋1/u1,2＋0.5/u2＋0/u3,1＋0/u3,2

＋0/u3,3＋0/u3,4＋0/u4,1＋0/u4,2＋0/u4,3

＋0/u6,1＋0/u6,2＋0/u7, 
A3＝0/u1,1＋0.5/u1,2＋1/u2＋0.5/u3,1＋0/u3,2

＋0/u3,3＋0/u3,4＋0/u4,1＋0/u4,2＋0/u4,3

＋0/u6,1＋0/u6,2＋0/u7, 
A4＝0/u1,1＋0/u1,2＋0.5/u2＋1/u3,1＋0.5/u3,2

＋0/u3,3＋0/u3,4＋0/u4,1＋0/u4,2＋0/u4,3

＋0/u6,1＋0/u6,2＋0/u7, 
A5＝0/u1,1＋0/u1,2＋0/u2＋0.5/u3,1＋1/u3,2＋

0.5/u3,3＋0/u3,4＋0/u4,1＋0/u4,2＋0/u4,3＋

0/u6,1＋0/u6,2＋0/u7, 
A6＝0/u1,1＋0/u1,2＋0/u2＋0/u3,1＋0.5/u3,2＋

1/u3,3＋0.5/u3,4＋0/u4,1＋0/u4,2＋0/u4,3＋

0/u6,1＋0/u6,2＋0/u7, 
A7＝0/u1,1＋0/u1,2＋0/u2＋0/u3,1＋0/u3,2＋

0.5/u3,3＋1/u3,4＋0.5/u4,1＋0/u4,2＋0/u4,3

＋0/u6,1＋0/u6,2＋0/u7, 
A8＝0/u1,1＋0/u1,2＋0/u2＋0/u3,1＋0/u3,2＋

0/u3,3＋0.5/u3,4＋1/u4,1＋0.5/u4,2＋0/u4,3

＋0/u6,1＋0/u6,2＋0/u7, 
A9＝0/u1,1＋0/u1,2＋0/u2＋0/u3,1＋0/u3,2＋

0/u3,3＋0/u3,4＋0.5/u4,1＋1/u4,2＋0.5/u4,3

＋0/u6,1＋0/u6,2＋0/u7, 
A10＝0/u1,1＋0/u1,2＋0/u2＋0/u3,1＋0/u3,2＋

0/u3,3＋0/u3,4＋0/u4,1＋0.5/u4,2＋1/u4,3

＋0.5/u6,1＋0/u6,2＋0/u7, 
A11＝0/u1,1＋0/u1,2＋0/u2＋0/u3,1＋0/u3,2＋

0/u3,3＋0/u3,4＋0/u4,1＋0/u4,2＋0.5/u4,3

＋1/u6,1＋0.5/u6,2＋0/u7, 
A12＝0/u1,1＋0/u1,2＋0/u2＋0/u3,1＋0/u3,2＋

0/u3,3＋0/u3,4＋0/u4,1＋0/u4,2＋0/u4,3＋

0.5/u6,1＋1/u6,2＋0.5/u7, 
A13＝0/u1,1＋0/u1,2＋0/u2＋0/u3,1＋0/u3,2＋

0/u3,3＋0/u3,4＋0/u4,1＋0/u4,2＋0/u4,3＋

0/u6,1＋0.5/u6,2＋1/u7. 
 
For simplicity, the membership values of 
fuzzy set Ai either are 0, 0.5 or 1, 
where 131 ≤≤ i . Then, fuzzify the historical 
enrollments shown in Table 1 based on [18] 
and the linguistic values of the enrollments A1, 
A2, …, A13. The reason for fuzzifying the his-
torical enrollments into fuzzified enrollments 
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is to translate crisp values into fuzzy sets to 
get a fuzzy time series. 

 
Step 4: Establish fuzzy logical relationships 
based on the fuzzified enrollments:  
 
 
 
 
 
 
where the fuzzy logical relationship 
“ qj AA → ” denotes “ if the fuzzified enroll-
ments of year n-1 is jA , then the fuzzified 
enrollments of year n is qA ”. For example, 
based on the fuzzify historical enrollments 
obtained in Step 3, we can get the fuzzy logi-
cal relationships as shown in Table 3. 

 
 

Table 3. Fuzzy logical relationships [6] 
A1→A2 , A2→A2 , A2→A3 , 
A3→A5 , A5→A5 , A5→A6 , 
A6→A7 , A7→A10 , A10→A10 , 
A10→A9 , A9→A5 , A5→A5 , 
A5→A4 , A4→A4 , A4→A7 , 
A7→A10 , A10→A11 , A11→A12 , 
A12→A13 , A13→A13 , A13→A12 . 
 

Step 5: Divide each interval derived in Step 2 
into four subintervals of equal length, where 
the 0.25-point and 0.75-point of each interval 
are used as the upward and downward fore-
casting points of the forecasting. Use the fol-
lowing rules to determine whether the trend of 
the forecasting goes up or down and to fore-
cast the enrollment. Assume that the fuzzy 
logical relationship is Ai → Aj, where Ai de-
notes the fuzzified enrollment of year n-1 and 
Aj denotes the fuzzified enrollment of year n, 
then (1) If j ＞ i and the difference of the 
differences of the enrollments between years 
n-1 and n-2 and between years n-2 and n-3 is 
positive, then the trend of the forecasting will 
go up, and we use the following Rule 2 to 

forecast the enrollments; (2) If j ＞ i and the 
difference of the differences of the enroll-
ments between years n-1 and n-2 and between 
years n-2 and n-3 is negative, then the trend 
of the forecasting will go down, and we use 
the following Rule 3 to forecast the enroll-
ments; (3) If j ＜ i and the difference of the 
differences of the enrollments between years 
n-1 and n-2 and between years n-2 and n-3 is 
positive, then the trend of the forecasting will 
go up, and we use the following Rule 2 to 
forecast the enrollments; (4) If j ＜ i and the 
difference of the differences of the enroll-
ments between years n-1 and n-2 and between 
years n-2 and n-3 is negative, then the trend 
of the forecasting will go down, and we use 
the following Rule 3 to forecast the enroll-
ments; (5) If j ＝ i and the difference of the 
differences of the enrollments between years 
n-1 and n-2 and between years n-2 and n-3 is 
positive, then the trend of the forecasting will 
go up, and we use the following Rule 2 to 
forecast the enrollments; (6) If j ＝ i and the 
difference of the differences of the enroll-
ments between years n-1 and n-2 and between 
years n-2 and n-3 is negative, then the trend 
of the forecasting will go down, and we use 
the following Rule 3 to forecast the enroll-
ments, where Rule 1, Rule 2 and Rule 3 are 
shown as follows: 

 
Rule 1: When forecasting the enrollment of 
year 1973, there are no data before the en-
rollments of year 1970, therefore we are not 
able to calculate the difference of the enroll-
ments between years 1971 and 1970 and the 
difference of the differences between years 
1972 and 1971 and between years 1971 and 
1970. Therefore, if |(the difference of the en-
rollments between years 1972 and 1971)|/2 
＞half of the length of the interval corre-
sponding to the fuzzified enrollment Aj with 
the membership value equal to 1, then the 
trend of the forecasting of this interval will be 
upward, and the forecasting enrollment falls 
at the 0.75-point of this interval; if |(the dif-

,  rj AA →

,  qj AA →
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ference of the enrollments between years 
1972 and 1971)|/2 ＝ half of the length of 
the interval corresponding to the fuzzified 
enrollment Aj with the membership value 
equal to 1, then the forecasting enrollment 
falls at the middle value of this interval; if 
|(the difference of the enrollments between 
years 1972 and 1971)|/2 ＜ half of the length 
of the interval corresponding to the fuzzified 
enrollment Aj with the membership value 
equal to 1, then the trend of the forecasting of 
this interval will be downward, and the fore-
casting enrollment falls at the 0.25-point of 
the interval.  
 
Rule 2: If (|the difference of the differences 
between years n-1 and n-2 and between years 
n-2 and n-3| × 2 ＋ the enrollments of year 
n-1) or (the enrollments of year n-1 - |the dif-
ference of the differences between years n-1 
and n-2 and between years n-2 and n-3| × 2) 
falls in the interval corresponding to the 
fuzzified enrollment Aj with the membership 
value equal to 1, then the trend of the fore-
casting of this interval will be upward, and the 
forecasting enrollment falls at the 0.75-point 
of the interval of the corresponding fuzzified 
enrollment Aj with the membership value 
equal to 1; if (|the difference of the differences 
between years n-1 and n-2 and between years 
n-2 and n-3|/2＋ the enrollments of year n-1) 
or (the enrollments of year n-1 - |the differ-
ence of the differences between years n-1 and 
n-2 and between years n-2 and n-3|/2) falls in 
the interval of the corresponding fuzzified 
enrollment Aj with the membership value 
equal to 1, then the trend of the forecasting of 
this interval will be downward, and the fore-
casting value falls at the 0.25-point of the in-
terval of the corresponding fuzzified enroll-
ment Aj with the membership value equal to 1; 
if neither is the case, then we let the forecast-
ing enrollment be the middle value of the in- 
terval corresponding to the fuzzified enroll-
ment Aj with the membership value equal to 
1.  

Rule 3: If (|the difference of the differences 
between years n-1 and n-2 and between years 
n-2 and n-3|/2 ＋ the enrollments of year n-1) 
or (the enrollments of year n-1 - |the differ-
ence of the differences between years n-1 and 
n-2 and between years n-2 and n-3|/2) falls in 
the interval of the corresponding fuzzified 
enrollment Aj with the membership value 
equal to 1, then the trend of the forecasting of 
this interval will be downward, and the fore-
casting enrollment falls at the 0.25-point of 
the interval corresponding to the fuzzified 
enrollment Aj with the membership value 
equal to 1; if (|the difference of the differences 
between years n-1 and n-2 and between years 
n-2 and n-3| × 2 ＋ the enrollment of year 
n-1) or (the enrollment of year n-1 - |the dif-
ference of the differences between years n-1 
and n-2 and between years n-2 and n-3| × 2) 
falls in the interval corresponding to the 
fuzzified enrollment Aj with the membership 
value equal to 1, then the trend of the fore-
casting of this interval will be upward, and the 
forecasting enrollment falls at the 0.75-point 
of the interval corresponding to the fuzzified 
enrollment Aj with the membership value 
equal to 1; if neither is the case, then we let 
the forecasting enrollment be the middle 
value of the interval corresponding to the 
fuzzified enrollment Aj with the membership 
value equal to 1. 

 
4. A comparison of different forecasting 

methods 
 

We have implemented the proposed method 
using visual Basic Version 6.0 on a Pentium 4 
PC. Table 4 summarizes the forecasting re-
sults of the proposed method from 1972 to 
1992, where the universe of discourse is di-
vided into 13 intervals and the interval with 
the largest number of historical enrollment 
data is divided into 4 sub-intervals of equal 
length. 
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Table 4. Actual enrollments and forecasting enrollments of the University of Alabama 

Year Enrollments Trend of the forecasting  Forecasting enrollments
1971 13055   
1972 13563 Middle value 13750 
1973 13867 Upward; 0.75-point 13875 
1974 14696 Upward; 0.75-point 14750 
1975 15460 Middle Value 15375 
1976 15311 Downward; 0.25-point 15312.5 
1977 15603 Middle Value 15625 
1978 15861 Downward; 0.25-point 15812.5 
1979 16807 Middle Value 16833.5 
1980 16919 Middle Value 16833.5 
1981 16388 Downward; 0.25-point 16416.25 
1982 15433 Middle Value 15375 
1983 15497 Middle Value 15375 
1984 15145 Middle Value 15125 
1985 15163 Middle Value 15125 
1986 15984 Upward; 0.75-point 15937.5 
1987 16859 Middle Value 16833.5 
1988 18150 Middle Value 18250 
1989 18970 Upward; 0.75-point 18875 
1990 19328 Downward; 0.25-point 19250 
1991 19337 Downward; 0.25-point 19250 
1992 18876 Upward; 0.75-point 18875 

 
 
In the following, we use the mean square 

error (MSE) to compare the forecasting re-
sults of different forecasting methods, where 
the mean square error is calculated as follows: 

 
 
 

 
 

 
 

where Actual_Enrollmenti denotes the actual 
enrollment of year i, and Forecasted_Enroll- 
menti denotes the forecasting enrollment of 
year i. In Table 5, we compare the forecasting 

results of the proposed method with that of  
the existing methods. 

(7) 
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Table 5. A comparison of the forecasting results of different forecasting methods 

Year Enrollments 

Song and 
Chissom's 

method 
[13] 

Song and 
Chissom's 

method 
[14] 

Chen's 
method

[1] 

Hwang, 
Chen and 

Lee's 
method

[7] 

Huarng's 
method

[4] 

Chen's 
method 

[3] 

The Proposed method 
(13 intervals; the inter-

val with the largest 
number of enrollment 
data is divided into 4 

sub-intervals) 

1971 13055        
1972 13563 14000  14000  14000  13750 
1973 13867 14000  14000  14000  13875 
1974 14696 14000  14000  14000 14500 14750 
1975 15460 15500 14700 15500  15500 15500 15375 
1976 15311 16000 14800 16000 16260 15500 15500 15312.5 
1977 15603 16000 15400 16000 15511 16000 15500 15625 
1978 15861 16000 15500 16000 16003 16000 15500 15812.5 
1979 16807 16000 15500 16000 16261 16000 16500 16833.5 
1980 16919 16813 16800 16833 17407 17500 16500 16833.5 
1981 16388 16813 16200 16833 17119 16000 16500 16416.25 
1982 15433 16789 16400 16833 16188 16000 15500 15375 
1983 15497 16000 16800 16000 14833 16000 15500 15375 
1984 15145 16000 16400 16000 15497 15500 15500 15125 
1985 15163 16000 15500 16000 14745 16000 15500 15125 
1986 15984 16000 15500 16000 15163 16000 15500 15937.5 
1987 16859 16000 15500 16000 16384 16000 16500 16833.5 
1988 18150 16813 16800 16833 17659 17500 18500 18250 
1989 18970 19000 19300 19000 19150 19000 18500 18875 
1990 19328 19000 17800 19000 19770 19000 19500 19250 
1991 19337 19000 19300 19000 19928 19500 19500 19250 
1992 18876  19600 19000 19537 19000 18500 18875 

MSE 423027 775687 407507 321418 226611 86694 5353 
 

From Table 5, we can see that when the 
number of intervals in the universe of dis-
course is 13 and the interval with the largest 
number of enrollment data is divided into 4 
sub-intervals, the MSE of the forecasting re-
sults of the proposed method is smaller than 
that of the existing methods. That is, the pro-
posed method can get a higher forecasting 
accuracy rate for forecasting enrollments than 

the existing methods. 
 

5. Conclusions 
 

In this paper, we have presented a new 
method for forecasting the enrollments of the 
University of Alabama using fuzzy time series. 
The proposed method belongs to the first or-
der and time-variant methods. From Table 5, 
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we can see that the MSE of the forecasting 
results of the proposed method is smaller than 
that of the existing methods. That is, the pro-
posed method gets a higher forecasting accu-
racy rate for forecasting enrollments than the 
existing methods. In the future, we will ex-
tend the proposed method to deal with other 
forecasting problems based on fuzzy time se-
ries. We also will develop a new method for 
forecasting enrollments based on fuzzy neural 
networks to get a higher forecasting accuracy 
rate. 
 
Acknowledgements 
 

The authors would like to thank the re-
viewers for providing very helpful comments 
and suggestions. This work was supported in 
part by the National Science Council, Repub- 
lic of China, under Grant NSC 91-2213-E- 
011-037. 
 
References 
 
[ 1] Chen, S. M. 1996. Forecasting enroll-

ments based on fuzzy time series. Fuzzy 
Sets and Systems, 81: 311-319. 

[ 2] Chen, S. M. and Hwang, J. R. 2000. 
Temperature prediction using fuzzy time 
series. IEEE Transactions on Systems, 
Man, and Cybernetics-Part B: Cyber-
netics, 30: 263-275. 

[ 3] Chen, S. M. 2002. Forecasting enroll-
ments based on high-order fuzzy time 
series. Cybernetics and Systems: An In-
ternational Journal, 33: 1-16. 

[ 4] Huarng, K. 2001. Heuristic models of 
fuzzy time series for forecasting. Fuzzy 
Sets and Systems, 123: 369-386. 

[ 5] Huarng, K. 2001. Effective lengths of 
intervals to improve forecasting in fuzzy 
time series, Fuzzy Sets and Systems, 123: 
387-394. 

[ 6] Hsu, C. C. and Chen, S. M. 2002. A new 
method for forecasting enrollments 
based on fuzzy time series. Proceedings 
of the Seventh Conference on Artificial 

Intelligence and Applications, Taichung, 
Taiwan, Republic of China, 17-22. 

[ 7] Hwang, J. R., Chen, S. M., and Lee, C. H. 
1998. Handling forecasting problems 
using fuzzy time series. Fuzzy Sets and 
Systems, 100: 217-228. 

[ 8] Klir, G. J. and Folger, T. A. 1988. “Fuzzy 
Sets, Uncertainty, and Information”. 
Prentice-Hall, New Jersey, U.S.A. 

[ 9] Klir, G. J. and Yuan, B. 1995. “Fuzzy Sets 
and Fuzzy Logic: Theory and Applica-
tions”. Prentice Hall, New Jersey, U.S.A. 

[10] Li, H. and Kozma, R. 2003. A dynamic 
neural network method for time series 
prediction using the KIII model. Pro-
ceedings of the 2003 International Joint 
Conference on Neural Networks, 1: 
347-352. 

[11] Song, Q. 2003. A note on fuzzy time se-
ries model selection with sample auto-
correlation functions. Cybernetics and 
Systems: An International Journal, 34: 
93-107. 

[12] Song, Q. and Chissom, B. S. 1993. 
Fuzzy time series and its models. Fuzzy 
Sets and Systems, 54: 269-277. 

[13] Song, Q. and Chissom, B. S. 1993. 
Forecasting enrollments with fuzzy time 
series － Part I. Fuzzy Sets and Systems, 
54: 1-9. 

[14] Song, Q. and Chissom, B. S. 1994. 
Forecasting enrollments with fuzzy time 
series － Part II. Fuzzy Sets and Sys-
tems, 62: 1-8. 

[15] Song, Q. and Leland, R. P. 1996. Adap-
tive learning defuzzification techniques 
and applications. Fuzzy Sets and Systems, 
81: 321-329. 

[16] Su, S. F. and Li, S. H. 2003. Neural net-
work based fusion of global and local 
information in predicting time series. 
Proceedings of the 2003 IEEE Interna-
tional Joint Conference on Systems, Man 
and Cybernetics, 5: 4445-4450. 

[17] Sullivan, J. and Woodall, W. H. 1994. A 
comparison of fuzzy forecasting and 
Markov modeling. Fuzzy Sets and Sys-



Shyi-Ming Chen and Chia-Ching Hsu 

244  Int. J. Appl. Sci. Eng., 2004. 2, 3  

tems, 64: 279-293. 
[18] Wang, L. X. and Mendel, J. M. 1992. 

Generating fuzzy rules by learning from 
examples. IEEE Transactions on Systems, 
Man, and Cybernetics, 22: 1414-1427. 

[19] Zadeh, L. A. 1965. Fuzzy sets. Informa-
tion and Control, 8: 338-353. 

[20] Zadeh, L. A. 1973. Outline of a new ap-
proach to the analysis of complex system 
and decision processes. IEEE Transac-
tions on Systems, Man, and Cybernetics, 
3: 28-44. 

[21] Zadeh, L. A. 1975. The concept of a lin-

guistic variable and its application to ap-
proximate reasoning－Part I. Informa-
tion Sciences, 8: 199-249. 

[22] Zadeh, L. A. 1975. The concept of a lin-
guistic variable and its application to ap-
proximate reasoning－Part II. Informa-
tion Sciences, 8: 301-357. 

[23] Zadeh, L. A. 1975. The concept of a lin-
guistic variable and its application to ap-
proximate reasoning－Part III. Informa-
tion Sciences, 9: 43-80.

 


