
International Journal of Applied Science and Engineering
2005. 3, 1: 37- 49

Int. J. Appl. Sci. Eng., 2005. 3, 1 37

A New Approach for Handling the Iris Data
Classification Problem

Shyi-Ming Chenaand Yao-De Fangb

a Department of Computer Science and Information Engineering,
National Taiwan University of Science and Technology,

Taipei 106, Taiwan, R.O.C.
b Department of Electronic Engineering,

National Taiwan University of Science and Technology,
Taipei 106, Taiwan, R.O.C.

Abstract: In this paper, we present a new method to deal with the Iris data classification prob-
lem based on the distribution of training instances. First, we find two useful attributes of the Iris
data from the training instances that are more suitable to deal with the classification problem. It
means that the distribution of the values of these two useful attributes of the three species (i.e.,
Setosa, Versicolor and Virginica) has less overlapping. Then, we calculate the average attribute
values and the standard deviations of these two useful attributes. We also calculate the overlap-
ping areas formed by the values of these two useful attributes between species of the training in-
stances, the average attribute values, and the standard deviations of the values of these two useful
attributes of each species. Then, we calculate the difference between the values of these two
useful attributes of a testing instance to be classified and the values of these two useful attributes
of each species of the training instances. We choose the species that has the smallest difference
between the values of these two useful attributes of the testing instance and the values of these
two useful attributes of each species of the training instances as the classification result of the
testing instance. The proposed method gets a higher average classification accuracy rate than the
existing methods.
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1. Introduction

It is obvious that how to deal with classifi-
cation problems is a very important research
topic of fuzzy classification systems [2, 3, 4, 7,
8, 13, 14, 15, 16, 20, 25, 26]. In [2], Castro et
al. presented a method to learn maximal
structure rules in fuzzy logic to deal with the
Iris data [11] classification problem. In [8],
Chen et al. presented a method to generate

fuzzy rules from training instances based on
genetic algorithms to deal with the Iris data
classification problem. In [13], Hong et al.
presented a method to generate fuzzy rules
and membership functions from training ex-
amples to deal with the Iris data classification
problem. In [15], Hong et al. presented a
method to generate fuzzy rules by finding the
relative attributes from training data to deal
with the Iris data classification problem. In
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[16], Hong et al. presented a method to gen-
erate fuzzy rules by processing individual
fuzzy attributes to deal with the Iris data clas-
sification problem. In [17], Hong et al. dis-
cussed the effect of merging order on per-
formance of fuzzy rules induction for han-
dling the Iris data classification problem. In
[20], Lin et al. presented a method to generate
weighted fuzzy rules from the training data
based on genetic algorithms to deal with the
Iris data classification problem. In [25], Wu et
al. presented a method to construct member-
ship functions and generate fuzzy rules from
training instances to deal with the Iris data
classification problem. In [26], Wang et al.
presented a method to generate modular fuzzy
rules to deal with the Iris data classification
problem.

In this paper, we present a new method to
deal with the Iris data classification problem
based on the distribution of training instances.
First, we find two useful attributes of the Iris
data from the training instances that are more
suitable to deal with the classification prob-
lem. It means that the distribution of the val-
ues of these two useful attributes of the three
species (i.e., Setosa, Versicolor and Virginica)
has less overlapping. Then, we calculate the
average attribute values and the standard de-
viations of these two useful attributes. We
also calculate the overlapping areas formed
by the values of these two useful attributes
between species of the training instances, the
average attribute values, and the standard de-
viations of the values of these two useful at-
tributes of each species. Then, we calculate
the difference between the values of these two
useful attributes of a testing instance to be
classified and the values of these two useful
attributes of each species of the training in-
stances. We choose the species that has the
smallest difference between the values of
these two useful attributes of the testing in-
stance and the values of these two useful at-
tributes of each species of the training in-
stances as the classification result of the test-
ing instance. The proposed method gets a

higher average classification accuracy rate
than the existing methods.

The rest of this paper is organized as fol-
lows. In Section 2, we present a new method
for handling the Iris data classification prob-
lem based on the distribution of training in-
stances. In Section 3, we use an example to
illustrate the proposed method. In Section 4,
we compare the average classification accu-
racy rate of the proposed method with that of
the existing methods. The conclusions are
discussed in Section 5.

2. A new method for handling the Iris data
classification problem based on the dis-
tribution of training instances

In this section, we present a new method to
deal with the Iris data [11] classification
problem based on the distribution of training
instances. The Iris data has 150 instances as
shown in Table 1, where there are four attrib-
utes, i.e., Sepal Length (SL), Sepal Width
(SW), Petal Length (PL) and Petal Width
(PW), and there are three species, i.e., Setosa,
Versicolor, and Virginica, where each species
has 50 training instances. In recent years,
many methods have been proposed to deal
with the Iris data classification problem [2, 3,
4, 7, 8, 13, 14, 15, 16, 20, 25, 26]. In the fol-
lowing, we present a new method to deal with
the Iris data classification problem based on
the distribution of training instances. Let us
consider the Iris data shown in Table 1. We
randomly choose n instances as the training
instances and let the rest of 150 –n instances
be the testing instances. The proposed algo-
rithm is now presented as follows:

Step 1: Find the maximum attribute value and
the minimum attribute value of each attribute
of the n training instances.

Step 2: Based on the maximum attribute
value and the minimum attribute value of any
two attributes of each species of the training
instances to form the boundaries of a plane.
Then, calculate the overlapping area of the
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three planes formed by the values of any two
attributes with respect to the three species of
the training instances. For example, assume
that a training instance belongs to the species
“Setosa”and assume that the pair of the
maximum attribute value and the minimum
attribute value of the attributes PL and PW are
(PLmax(Setosa), PWmax(Setosa)) and (PLmin(Setosa),
PWmin(Setosa)), respectively, then a plane is
formed as shown in Figure 1, and the area
formed by the pairs (PLmax(Setosa), PWmax(Setosa))
and (PLmin(Setosa), PWmin(Setosa)) is equal to
(PLmax(Setosa) –PLmin(Setosa)) (PWmax(Setosa) –
PWmin(Setosa)). The overlapping area of the
three planes formed by the values of any two
attributes with respect to the three species of
the training instances can be calculated de-
scribed as follows. Assume that A, B and C
are three species of the Iris data, and assume
that the overlapping area of the species A and
the species B of the training instances is de-
noted by the area of oblique lines as shown in
Figure 2. Assume that the maximum attribute
values of the attribute PL and the attribute PW
of the species A of the training instances are
PLmax(A) and PWmax(A), respectively; assume
that the maximum attribute values of the at-
tribute PL and the attribute PW of the species
B of the training instances are PLmax(B) and
PWmax(B), respectively; assume that the mini-
mum attribute values of the attribute PL and
the attribute PW of the species A of the train-
ing instances are PLmin(A) and PWmin(A), re-
spectively; assume that the minimum attribute
values of the attribute PL and the attribute PW
of the species B of the training instances are
PLmin(B) and PWmin(B), respectively. Then, the
overlapping area formed by the values of at-
tributes PL and PW of the species A and spe-
cies B is equal to (min(PLmax(A), PLmax(B)) –
max(PLmin(A), PLmin(B)))  (min(PWmax(A),
PWmax(B)) –max(PWmin(A), PWmin(B))). Be-
cause there are three species in the training
instances, we can see that there are three
planes formed by the values of the attributes
PL and PW as shown in Figure 3.

Step 3: Calculate the overlapping area of the
values of each pair of attributes of the training
instances belonging to different species. If the
attributes X and Y have the smallest total
overlapping area, then these two attributes X
and Y are useful attributes to be used for
dealing with the Iris data classification prob-
lem, and the other attributes are useless at-
tributes and are discarded. For example, as-
sume that the overlapping areas formed by the
values of the attribute PL and the attribute PW
of the three species A, B and C of the training
instances are as shown in Figure 3, then the
method for calculating the overlapping area
formed by the values of the attributes PL and
PW of the three species A, B and C is as fol-
lows [10]. If the overlapping area formed by
the values of the attributes PL and PW of the
training instances belonging to the species A
and the species B is zero or the overlapping
area formed by the values of the attributes PL
and PW of the training instances belonging to
the species B and the species C is zero or the
overlapping area formed by the values of the
attributes PL and PW of the training instances
belonging to the species C and the species A
is zero, then the total overlapping area = “the
overlapping area formed by the values of the
attributes PL and PW of the training instances
belonging to the species A and the species B”
+ “the overlapping area formed by the values
of the attributes PL and PW of the training
instances belonging to the species B and the
species C”+ “the overlapping area formed by
the values of the attributes PL and PW of the
training instances belonging to the species C
and the species A”. If the overlapping area
formed by the values of the attributes PL and
PW of the training instances belonging to the
species A and the species B is not zero and the
overlapping area formed by the values of the
attributes PL and PW of the training instances
belonging to the species B and the species C
is not zero and the overlapping area formed
by the values of the attributes PL and PW of
the training instances belonging to the species
C and the species A is not zero, then the total



Shyi-Ming Chen and Yao-De Fang

40 Int. J. Appl. Sci. Eng., 2005. 3, 1

overlapping area = “the overlapping area
formed by the values of the attributes PL and
PW of the training instances belonging to the
species A and the species B”+ “the overlap-
ping area formed by the values of the attrib-
utes PL and PW of the training instances be-
longing to the species B and the species C”+
“the overlapping area formed by the values of
the attributes PL and PW of the training in-
stances belonging to the species C and the
species A”–2 “the overlapping area formed
by the values of the attributes PL and PW of
the training instances belonging to the species
A, B and C”.

Step 4: Let the average attribute values of the
attributes X and Y of the training instances
belonging to the species Setosa be Setosax

and Setosay , respectively; let the average at-
tribute values of the attributes X and Y of the
training instances belonging to the species
Versicolor be Versicolorx and Versicolory , re-
spectively; let the average attribute value of
the attributes X and Y of the training instances
belonging to the species Virginica be Virginicax

and Virginicay , respectively, where

Figure 1.The area formed by the pairs (PLmax, PWmax) and (PLmin, PWmin)

Figure 2. The overlapping area formed by the values of the attributes PL and PW of the
training instances belonging to the species A and B

Figure 3.The overlapping areas formed by the values of the attributes PL and PW be-
longing to the training instances of the three species A, B and C, respectively
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Table 1. Iris data [11]
Setosa Versicolor Virginica

SL SW PL PW SL SW PL PW SL SW PL PW
5.1 3.5 1.4 0.2 7 3.2 4.7 1.4 6.3 3.3 6 2.5
4.9 3 1.4 0.2 6.4 3.2 4.5 1.5 5.8 2.7 5.1 1.9
4.7 3.2 1.3 0.2 6.9 3.1 4.9 1.5 7.1 3 5.9 2.1
4.6 3.1 1.5 0.2 5.5 2.3 4 1.3 6.3 2.9 5.6 1.8
5 3.6 1.4 0.2 6.5 2.8 4.6 1.5 6.5 3 5.8 2.2

5.4 3.9 1.7 0.4 5.7 2.8 4.5 1.3 7.6 3 6.6 2.1
4.6 3.4 1.4 0.3 6.3 3.3 4.7 1.6 4.9 2.5 4.5 1.7
5 3.4 1.5 0.2 4.9 2.1 3.3 1 7.3 2.9 6.3 1.8

4.4 2.9 1.4 0.2 6.6 2.9 4.6 1.3 6.7 2.5 5.8 1.8
4.9 3.1 1.5 0.1 5.2 2.7 3.9 1.4 7.2 3.6 6.1 2.5
5.4 3.7 1.5 0.2 5 2 3.5 1 6.5 3.2 5.1 2
4.8 3.4 1.6 0.2 5.9 3 4.2 1.5 6.4 2.7 5.3 1.9
4.8 3 1.4 0.1 6 2.2 4 1 6.8 3 5.5 2.1
4.3 3 1.1 0.1 6.1 2.9 4.7 1.4 5.7 2.5 5 2
5.8 4 1.2 0.2 5.6 2.9 3.6 1.3 5.8 2.8 5.1 2.4
5.7 4.4 1.5 0.4 6.7 3.1 4.4 1.4 6.4 3.2 5.3 2.3
5.4 3.9 1.3 0.4 5.6 3 4.5 1.5 6.5 3 5.5 1.8
5.1 3.5 1.4 0.3 5.8 2.7 4.1 1 7.7 3.8 6.7 2.2
5.7 3.8 1.7 0.3 6.2 2.2 4.5 1.5 7.7 2.6 6.9 2.3
5.1 3.8 1.5 0.3 5.6 2.5 3.9 1.1 6 2.2 5 1.5
5.4 3.4 1.7 0.2 5.9 3.2 4.8 1.8 6.9 3.2 5.7 2.3
5.1 3.7 1.5 0.4 6.1 2.8 4 1.3 5.6 2.8 4.9 2
4.6 3.6 1 0.2 6.3 2.5 4.9 1.5 7.7 2.8 6.7 2
5.1 3.3 1.7 0.5 6.1 2.8 4.7 1.2 6.3 2.7 4.9 1.8
4.8 3.4 1.9 0.2 6.4 2.9 4.3 1.3 6.7 3.3 5.7 2.1
5 3 1.6 0.2 6.6 3 4.4 1.4 7.2 3.2 6 1.8
5 3.4 1.6 0.4 6.8 2.8 4.8 1.4 6.2 2.8 4.8 1.8

5.2 3.5 1.5 0.2 6.7 3 5 1.7 6.1 3 4.9 1.8
5.2 3.4 1.4 0.2 6 2.9 4.5 1.5 6.4 2.8 5.6 2.1
4.7 3.2 1.6 0.2 5.7 2.6 3.5 1 7.2 3 5.8 1.6
4.8 3.1 1.6 0.2 5.5 2.4 3.8 1.1 7.4 2.8 6.1 1.9
5.4 3.4 1.5 0.4 5.5 2.4 3.7 1 7.9 3.8 6.4 2
5.2 4.1 1.5 0.1 5.8 2.7 3.9 1.2 6.4 2.8 5.6 2.2
5.5 4.2 1.4 0.2 6 2.7 5.1 1.6 6.3 2.8 5.1 1.5
4.9 3.1 1.5 0.2 5.4 3 4.5 1.5 6.1 2.6 5.6 1.4
5 3.2 1.2 0.2 6 3.4 4.5 1.6 7.7 3 6.1 2.3

5.5 3.5 1.3 0.2 6.7 3.1 4.7 1.5 6.3 3.4 5.6 2.4
4.9 3.6 1.4 0.1 6.3 2.3 4.4 1.3 6.4 3.1 5.5 1.8
4.4 3 1.3 0.2 5.6 3 4.1 1.3 6 3 4.8 1.8
5.1 3.4 1.5 0.2 5.5 2.5 4 1.3 6.9 3.1 5.4 2.1
5 3.5 1.3 0.3 5.5 2.6 4.4 1.2 6.7 3.1 5.6 2.4

4.5 2.3 1.3 0.3 6.1 3 4.6 1.4 6.9 3.1 5.1 2.3
4.4 3.2 1.3 0.2 5.8 2.6 4 1.2 5.8 2.7 5.1 1.9
5 3.5 1.6 0.6 5 2.3 3.3 1 6.8 3.2 5.9 2.3

5.1 3.8 1.9 0.4 5.6 2.7 4.2 1.3 6.7 3.3 5.7 2.5
4.8 3 1.4 0.3 5.7 3 4.2 1.2 6.7 3 5.2 2.3
5.1 3.8 1.6 0.2 5.7 2.9 4.2 1.3 6.3 2.5 5 1.9
4.6 3.2 1.4 0.2 6.2 2.9 4.3 1.3 6.5 3 5.2 2
5.3 3.7 1.5 0.2 5.1 2.5 3 1.1 6.2 3.4 5.4 2.3
5 3.3 1.4 0.2 5.7 2.8 4.1 1.3 5.9 3 5.1 1.8
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xSetosa( i) denotes the attribute value of the at-
tribute X of the ith training instance belonging
to the species Setosa, and k is the number of
training instances belonging to the species
Setosa;
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xVersicolor(i ) denotes the attribute value of the
attribute X of the ith training instance be-
longing to the species Versicolor, and s is the
number of training instances belonging to the
species Versicolor;
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xVirginica( i) denotes the attribute value of the
attribute X of the ith training instance be-
longing to the species Virginica, and t is the
number of training instances belonging to the
species Virginica;
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ySetosa(i) denotes the attribute value of the at-
tribute Y of the ith training instance belonging
to the species Setosa, and k is the number of
training instances belonging to the species
Setosa;
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yVersicolor(i) denotes the attribute value of the
attribute Y of the ith training instance belong-
ing to the species Versicolor, and s is the
number of training instances belonging to the
species Versicolor;
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yVirginica(i) denotes the attribute value of the
attribute Y of the ith training instance belong-
ing to the species Virginica, and t is the num-
ber of training instances belonging to the spe-
cies Virginica.

Step 5: Let the standard deviations of the val-

ues of the attributes X and Y of the training
instances belonging to the species Setosa be
SDX(Setosa) and SDY(Setosa), respectively; let the
standard deviations of the attributes X and Y
of the training instances belonging to the spe-
cies Versicolor be SDX(Versicolor) and
SDY(Versicolor), respectively; let the standard
deviations of the attributes X and Y of the
training instances belonging to the species
Virginica be SDX(Virginica) and SDY(Virginica), re-
spectively, where
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k is the number of training instances belong-
ing to the species Setosa, xSetosa(i) denotes the
attribute value of the attribute X of the ith
training instance belonging to the species Se-
tosa, and Setosax denotes the average attribute
value of the attribute X of the training in-
stances belonging to the species Setosa;
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where s is the number of training instances
belonging to the species Versicolor, xVersicolor( i)

denotes the attribute value of the attribute X
of the ith training instance belonging to the
species Versicolor, and Versicolorx denotes the
average attribute value of the attribute X of
the training instances belonging to the species
Versicolor;
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where t is the number of training instances
belonging to the species Virginica, xVirginica( i)

denotes the attribute value of the attribute X
of the ith training instance belonging to the
species Virginica, and Virginicax denotes the
average attribute value of the attribute X of
the training instances belonging to the species
Virginica;
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, (10)
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where k is the number of training instances
belonging to the species Setosa, ySetosa(i) de-
notes the attribute value of the attribute Y of
the ith training instance belonging to the spe-
cies Setosa, and Setosay denotes the average
attribute value of the attribute Y of the train-
ing instances belonging to the species Setosa;

SDY(Versicolor) = 



s

1i

2
i yy

s
1

)( Versicolor)(Versicolor
, (11)

where s is the number of training instances
belonging to the species Versicolor, yVersicolor(i)

denotes the attribute value of the attribute Y
of the ith training instance belonging to the
species Versicolor, and Versicolory denotes the
average attribute value of the attribute Y of
the training instances belonging to the species
Versicolor;
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


t

1i

2
i yy

t
1

)( Virginica)Virginica(
, (12)

where t is the number of training instances
belonging to the species Virginica, yVirginica( i)

denotes the attribute value of the attribute Y
of the ith training instance belonging to the
species Virginica and Virginicay denotes the
average attribute value of the attribute Y of
the training instances belonging to the species
Virginica.

Step 6: Calculate the area formed by the val-
ues of the attributes X and Y of the training
instances belonging to the species Setosa,
Versicolor, and Virginica, respectively, de-
scribed as follows. Let the maximum attribute
value and the minimum attribute value of the
attribute X of the training instances belonging
to the species Setosa be Xmax(Setosa) and
Xmin(Setosa), respectively; let the maximum at-
tribute value and the minimum attribute value
of the attribute Y of the training instances be-
longing to the species Setosa be Ymax(Setosa)

and Ymin(Setosa), respectively; let the maximum
attribute value and the minimum attribute
value of the attribute X of the training in-

stances belonging to the species Versicolor be
Xmax(Versicolor) and Xmin(Versicolor), respectively;
let the maximum attribute value and the
minimum attribute value of the attribute Y of
the training instances belonging to the species
Versicolor be Ymax(Versicolor) and Ymin(Versicolor),
respectively; let the maximum attribute value
and the minimum attribute value of the attrib-
ute X of the training instances belonging to
the species Virginica be Xmax(Virginica) and
Xmin(Virginica), respectively; let the maximum
attribute value and the minimum attribute
value of the attribute Y of the training in-
stances belonging to the species Virginica be
Ymax(Virginica) and Ymin(Virginica), respectively.
Then, the area formed by the values of the
attributes X and Y of the training instances
belonging to the species Setosa, Versicolor,
and Virginica are AreaSetosa, AreaVersicolor,
and AreaVirginica, respectively, where

AreaSetosa = (Xmax(Setosa) –Xmin(Setosa)) 
(Ymax(Setosa) –Ymin(Setosa)), (13)

AreaVersicolor = (Xmax(Versicolor)–Xmin(Versicolor)) 
(Ymax(Versicolor)–Ymin(Versicolor)),

(14)

AreaVirginica = (Xmax(Virginica) –Xmin(Virginica)) 
(Ymax(Virginica) –Ymin(Virginica)).

(15)

From the above steps of the proposed algo-
rithm, we can obtain the needed information
from the training instances. Based on this in-
formation, we can deal with the classification
of testing instances. In the following, we de-
scribe how to classify a testing instance. First,
we can find two useful attributes X and Y
through Step 1 to Step 3 of the proposed algo-
rithm. Assume that the values of these two
useful attributes X and Y of the testing in-
stance are x and y, respectively. Based on Step
4 to Step 6 of the proposed algorithm, we can
obtain the values of Setosax , Setosay , Versicolorx ,

Versicolory , Virginicax , Virginicay , SDX(Setosa),
SDY(Setosa), SDX(Versicolor), SDY(Versicolor),
SDX(Virginica), SDY(Virginica), AreaSetosa, AreaVersi-
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color and AreaVirginica, respectively. After we
add the testing instance into the training in-
stances, we can see that the areas formed by
the values of the useful attributes X and Y of
the training instances belonging to the species
Setosa, Versicolor and Virginica are NAreaSe-

tosa, NAreaVersicolor and NareaVirginica, respec-
tively, where

NAreaSetosa = (max(Xmax(Setosa), x) –
min(Xmin(Setosa), x)) 
(max(Ymax(Setosa), y) –
min(Ymin(Setosa), y)), (16)

NAreaVersicolor = (max(Xmax(Versicolor), x) –
min(Xmin(Versicolor), x)) 
(max(Ymax(Versicolor), y) –
min(Ymin(Versicolor), y)), (17)

NAreaVirginica = (max(Xmax(Virginica), x) –
min(Xmin(Virginica), x)) 
(max(Ymax(Virginica), y) –
min(Ymin(Virginica), y)). (18)

Then, based on these numerical data, we
can see that the difference between the testing
instance and the training instances belonging
to the species Setosa, Versicolor and Virginica
are DiffSetosa, DiffVersicolor, and DiffVirginica, re-
spectively, where

DiffSetosa = (NAreaSetosa –AreaSetosa) + |x –
Setosax | –SDX(Setosa) + |y –

Setosay | –
SDY(Setosa), (19)

DiffVersicolor = (NAreaVersicolor –AreaVersicolor) +
|x –

Versicolorx | –SDX(Versicolor) +
|y –

Versicolory |–SDY(Versicolor),
(20)

DiffVirginica = (NAreaVirginica –AreaVirginica) +
|x –

Virginicax | –SDX(Virginica) + |y –

Virginicay | –SDY(Virginica). (21)

If Diffi is the smallest value among the val-
ues of DiffSetosa, DiffVersicolor and DiffVirginica,
where Diffi{DiffSetosa, DiffVersicolor, DiffVir-

ginica}, then the testing instance is classified
into the species i, where i{Setosa, Versicolor,

Virginica}.

3. An example

In this section, we use an example to illus-
trate the proposed method for dealing with the
Iris data classification problem. First, we ran-
domly choose 75 instances from the Iris data
as the training instances as shown in Table 2,
and let the other 75 instances of the Iris data
be the testing instances as shown in Table 3.

[Step 1] Based on Table 2, we can obtain the
maximum attribute value and the minimum
attribute value of each attribute of the training
instances belonging to the species Setosa,
Versicolor and Virginica, respectively, as
shown in Table 4.

[Step 2] After calculating the overlapping
area formed by the values of each pair of at-
tributes of the three species of the training
instances, we get the results shown in Table 5.

[Step 3] From Table 5, we can see that the
total overlapping area between the attributes
PL and PW is the smallest (i.e., 0.16).
Thus, the attributes PL and PW are useful at-
tributes to be used for dealing with the Iris
data classification problem, and the attributes
SL and SW are useless attributes and are dis-
carded.

[Step4] By applying formulas (1)-(6), we can
obtain the average attribute values of the at-
tributes PL and PW of each species of the
training instances, respectively, where

SetosaPL = 1.456, SetosaPW = 0.224, VersicolorPL =
4.308, VersicolorPW = 1.352, VirginicaPL = 5.564,

and VirginicaPW = 2.076.

[Step 5] By applying formulas (7)-(12), we
can obtain the standard deviations of the at-
tributes PL and PW of each species of the
training instances, where SDPL(Setosa) = 0.202,
SDPW(Setosa) = 0.081, SDPL(Versicolor) = 0.470,
SDPW(Versicolor) = 0.190, SDPL(Virginica) = 0.534
and SDPW(Virginica) = 0.273.
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[Step 6] By applying formulas (13)-(15), we
can calculate the area formed by the values of
the attributes PL and PW of each species of
the training instances, where AreaSetosa =
0.27, AreaVersicolor = 1.52 and AreaVirginica =
2.64.

In the following, we choose a testing in-
stance from Table 3 to illustrate how to deal
with the classification of the testing instances.
For example, we use the first testing instance
(4.9, 3, 1.4, 0.2) shown in Table 3, where the
value of the attribute PL = 1.4 cm and the
value of the attribute PW = 0.2 cm, which
belongs to the species Setosa. Based on for-

mulas (16)-(18), we can calculate the new
area NAreaSetosa, NAreaVersicolor and NAreaVir-

ginica after adding the testing instance into the
training instances, where NAreaSetosa = 0.27,
NAreaVersicolor = 5.60 and NAreaVirginica =
12.65. Based on formulas (19)-(21), we can
get DiffSetosa = 0.21, DiffVersicolor = 7.48 and
DiffVirginica = 15.23. Because the value of
DiffSetosa is the smallest among the values of
DiffSetosa, DiffVersicolor and DiffVirginica, the test-
ing instance (4.9, 3, 1.4, 0.2) is classified into
the species Setosa. From Table 3, we can see
that it is a correct classification result.

Table 2. Training instances

Setosa Versicolor Virginica
SL SW PL PW SL SW PL PW SL SW PL PW
5.1 3.5 1.4 0.2 7 3.2 4.7 1.4 6.3 3.3 6 2.5
4.7 3.2 1.3 0.2 6.9 3.1 4.9 1.5 7.1 3 5.9 2.1
5 3.6 1.4 0.2 6.5 2.8 4.6 1.5 6.5 3 5.8 2.2

4.6 3.4 1.4 0.3 6.3 3.3 4.7 1.6 4.9 2.5 4.5 1.7
4.4 2.9 1.4 0.2 6.6 2.9 4.6 1.3 6.7 2.5 5.8 1.8
5.4 3.7 1.5 0.2 5 2 3.5 1 6.5 3.2 5.1 2
4.8 3 1.4 0.1 6 2.2 4 1 6.8 3 5.5 2.1
5.8 4 1.2 0.2 5.6 2.9 3.6 1.3 5.8 2.8 5.1 2.4
5.4 3.9 1.3 0.4 5.6 3 4.5 1.5 6.5 3 5.5 1.8
5.7 3.8 1.7 0.3 6.2 2.2 4.5 1.5 7.7 2.6 6.9 2.3
5.4 3.4 1.7 0.2 5.9 3.2 4.8 1.8 6.9 3.2 5.7 2.3
4.6 3.6 1 0.2 6.3 2.5 4.9 1.5 7.7 2.8 6.7 2
4.8 3.4 1.9 0.2 6.4 2.9 4.3 1.3 6.7 3.3 5.7 2.1
5 3.4 1.6 0.4 6.8 2.8 4.8 1.4 6.2 2.8 4.8 1.8

5.2 3.4 1.4 0.2 6 2.9 4.5 1.5 6.4 2.8 5.6 2.1
4.8 3.1 1.6 0.2 5.5 2.4 3.8 1.1 7.4 2.8 6.1 1.9
5.2 4.1 1.5 0.1 5.8 2.7 3.9 1.2 6.4 2.8 5.6 2.2
4.9 3.1 1.5 0.2 5.4 3 4.5 1.5 6.1 2.6 5.6 1.4
5.5 3.5 1.3 0.2 6.7 3.1 4.7 1.5 6.3 3.4 5.6 2.4
4.4 3 1.3 0.2 5.6 3 4.1 1.3 6 3 4.8 1.8
5 3.5 1.3 0.3 5.5 2.6 4.4 1.2 6.7 3.1 5.6 2.4

4.4 3.2 1.3 0.2 5.8 2.6 4 1.2 5.8 2.7 5.1 1.9
5.1 3.8 1.9 0.4 5.6 2.7 4.2 1.3 6.7 3.3 5.7 2.5
5.1 3.8 1.6 0.2 5.7 2.9 4.2 1.3 6.3 2.5 5 1.9
5.3 3.7 1.5 0.2 5.1 2.5 3 1.1 6.2 3.4 5.4 2.3
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Table 3. Testing instances

Setosa Versicolor Virginica

SL SW PL PW SL SW PL PW SL SW PL PW
4.9 3 1.4 0.2 6.4 3.2 4.5 1.5 5.8 2.7 5.1 1.9
4.6 3.1 1.5 0.2 5.5 2.3 4 1.3 6.3 2.9 5.6 1.8
5.4 3.9 1.7 0.4 5.7 2.8 4.5 1.3 7.6 3 6.6 2.1
5 3.4 1.5 0.2 4.9 2.1 3.3 1 7.3 2.9 6.3 1.8

4.9 3.1 1.5 0.1 5.2 2.7 3.9 1.4 7.2 3.6 6.1 2.5
4.8 3.4 1.6 0.2 5.9 3 4.2 1.5 6.4 2.7 5.3 1.9
4.3 3 1.1 0.1 6.1 2.9 4.7 1.4 5.7 2.5 5 2
5.7 4.4 1.5 0.4 6.7 3.1 4.4 1.4 6.4 3.2 5.3 2.3
5.1 3.5 1.4 0.3 5.8 2.7 4.1 1 7.7 3.8 6.7 2.2
5.1 3.8 1.5 0.3 5.6 2.5 3.9 1.1 6 2.2 5 1.5
5.1 3.7 1.5 0.4 6.1 2.8 4 1.3 5.6 2.8 4.9 2
5.1 3.3 1.7 0.5 6.1 2.8 4.7 1.2 6.3 2.7 4.9 1.8
5 3 1.6 0.2 6.6 3 4.4 1.4 7.2 3.2 6 1.8

5.2 3.5 1.5 0.2 6.7 3 5 1.7 6.1 3 4.9 1.8
4.7 3.2 1.6 0.2 5.7 2.6 3.5 1 7.2 3 5.8 1.6
5.4 3.4 1.5 0.4 5.5 2.4 3.7 1 7.9 3.8 6.4 2
5.5 4.2 1.4 0.2 6 2.7 5.1 1.6 6.3 2.8 5.1 1.5
5 3.2 1.2 0.2 6 3.4 4.5 1.6 7.7 3 6.1 2.3

4.9 3.6 1.4 0.1 6.3 2.3 4.4 1.3 6.4 3.1 5.5 1.8
5.1 3.4 1.5 0.2 5.5 2.5 4 1.3 6.9 3.1 5.4 2.1
4.5 2.3 1.3 0.3 6.1 3 4.6 1.4 6.9 3.1 5.1 2.3
5 3.5 1.6 0.6 5 2.3 3.3 1 6.8 3.2 5.9 2.3

4.8 3 1.4 0.3 5.7 3 4.2 1.2 6.7 3 5.2 2.3
4.6 3.2 1.4 0.2 6.2 2.9 4.3 1.3 6.5 3 5.2 2
5 3.3 1.4 0.2 5.7 2.8 4.1 1.3 5.9 3 5.1 1.8

Table 4. The maximum attribute value and the minimum attribute
value of each attribute of each species of the training
instances

SL SW PL PW

Max Min Max Min Max Min Max Min
Setosa 5.8 4.4 4.1 2.9 1.9 1.0 0.4 0.1

Versicolor 7.0 5.0 3.3 2.0 4.9 3.0 1.8 1.0
Virginica 7.7 4.9 3.4 2.5 6.9 4.5 2.5 1.4

4. Experimental results

Based on the proposed method, we have
implemented a program on a Pentium 4 PC by
using Jbuilder version 5.0 for dealing with the
Iris data classification problem. A comparison

of the average classification accuracy rate of
the proposed method with that of the existing
methods is shown in Table 6. From Table 6,
we can see that the proposed method gets a
higher average classification accuracy rate
than the existing methods.

Attributes
Species
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Table 5. The overlapping areas formed by the values of the
attributes between species of the training instances

Setosa and
Versicolor

Versicolor and
Virginica

Virginica
and Setosa

Setosa,
Versicolor, and

Virginica

Total
overlapping area

Attribute SL and
attribute SW 0.32 1.60 0.45 0.32 1.72

Attribute SL and
attribute PL 0.0 0.80 0.0 0.80 0.80

Attribute SL and
attribute PW 0.0 0.80 0.0 0.80 0.80

Attribute SW and
attribute PL 0.0 0.32 0.0 0.32 0.32

Attribute SW and
attribute PW 0.0 0.32 0.0 0.32 0.32

Attribute PL and
attribute PW 0.0 0.16 0.0 0.16 0.16

Table 6. A comparison of the average classification accuracy
rates for different methods

Methods Average classification
accuracy rate

Hong-and-Lee’s method [13] (training data set: 75 instances;
testing data set: 75 instances; executing 200 runs) 95.57%

Hong-and-Lee’s method [14] (training data set: 75 instances;
testing data set: 75 instances; executing 200 runs) 95.57%

Chang-and-Chen’s method [3] (training data set: 75 instances;
testing data set: 75 instances; executing 200 runs) 96.07%

Wu-and-Chen’s method [25] (training data set: 75 instances;
testing data set: 75 instances; after executing 200 runs) 96.21%

The proposed method (training data set: 75 instances; testing
data set: 75 instances; executing 200 times) 96.28%

Castro’s method [2] (training data set: 120 instances; testing data
set: 30 instances; executing 200 runs) 96.60%

The proposed method (training data set: 120 instances; testing
data set: 30 instances; executing 200 runs) 96.72%

Dasarathy’s method [9] (training data set: 150 instances; testing
data set: 150 instances) 94.67%

Hong-and-Chen’s method [15] (training data set: 150 in-
stances; testing data set: 150 instances) 96.67%

The proposed method (training data set: 150 instances; testing
data set: 150 instances) 97.33%

5. Conclusions

In this paper, we have presented a new
method for handling the Iris data classifica-

tion problem based on the distribution of
training instances. First, we find two useful
attributes of the Iris data from the training in-
stances that are more suitable to deal with the

Overlapping
between

species
Overlapping

area

Pair of attributes
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classification problem. It means that the dis-
tribution of the values of these two useful at-
tributes of the three species (i.e., Setosa, Ver-
sicolor and Virginica) has less overlapping.
Then, we calculate the average attribute val-
ues and the standard deviations of these two
useful attributes. We also calculate the over-
lapping areas formed by the values of these
two useful attributes between species of the
training instances, the average attribute values,
and the standard deviations of the values of
these two useful attributes of each species.
Then, we calculate the difference between the
values of these two useful attributes of each
species of the training instances. We choose
the species that has the smallest difference
between the values of these two useful attrib-
utes of the testing instance and the values of
these two useful attributes of each species of
the training instances as the classification re-
sult of the testing instance. We also have im-
plemented a program on a Pentium 4 PC by
using Jbuilder version 5.0 for dealing with the
Iris data classification problem. The experi-
mental results show that the proposed method
gets a higher average classification accuracy
rate than the existing methods.
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