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Abstract: This paper presents a simple but effective approach to improve the performance of 
MPEG-2. This study is motivated by (i) the energy compaction property in DCT and (ii) the 
property of human visual system. Both (i) and (ii) indicate that low-frequency coefficients are 
more important than others in the DCT transformed blocks. Moreover, the quantized transformed 
coefficients in high-frequency region are zero or approximate zero in general. Those coefficients 
contribute nothing or little to PSNR and may waste some bit rate in the MPEG-2. Therefore, the 
zonal coding scheme is applied to the MPEG-2 where some high-frequency coefficients are dis-
carded. The proposed approach is called zonal MPEG-2 which is totally compatible with the tra-
ditional MPEG-2. The zonal MPEG-2 is verified by examples and shown to be able to signifi-
cantly reduce the bit rate with acceptable perceptual quality degradation when compared with the 
traditional MPEG-2. 
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1. Introduction 
 
In 1988, the MPEG (Moving Pictures Ex-

perts Group) was formed by ISO (Interna-
tional Standard Organization) and IEC (Inter-
national Electrotechnical Commission) whose 
objective was to set up video/audio coding 
standards. One of standards prevails in the 
coding community is the MPEG-2 which was 
announced in 1994. The MPEG-2 standard 
has been adopted in HDTV and DVD and has 
great impact on consumer electronics. There-
fore, many schemes to improve the perform-
ance of MPEG-2 have been reported recently. 
In [1-2], the performance of MPEG-2 is im-
proved through rate control mechanism. In [3], 
SNR scalability and stream morphing are 
achieved by rate control. In [4], a hybrid error 
concealment scheme is proposed for MPEG-2. 
In this paper, an approach for MPEG-2 to 
trade some PSNR with significant bit rate re-

duction is proposed. This paper is organized 
as follows: Section 2 gives a brief review of 
the MPEG-2. Then the proposed approach 
based on the zonal coding scheme is de-
scribed in Section 3. Section 4 justifies the 
proposed approach through examples where 
discussion is given as well. Finally, conclu-
sion is made in Section 5. 
 

2. Review of the MPEG-2 
 
In this section, the coding process of 

MPEG-2 is briefly reviewed. For details, one 
may consult [5-7]. The structure of MPEG-2 
is shown in Figure 1. In the MPEG-2, the spa-
tial redundancy is reduced by DCT (Discrete 
Cosine Transform) while the temporal redun-
dancy is eliminated by motion estimation and 
motion compensation. 
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Figure 1. The structure of MPEG-2 
 
In the MPEG-2, the input image sequence is 

first put into the unit of images reorder. And 
GOP (Group of Pictures) is formed by an 
I-frame (Intra Frame), several P-frame (Pre-
dictive Frame) and B-frame (Bidirection-
ally-Predictive Frame). In the coding process, 
the image is divided into macroblocks which 
is the basic unit for motion estimation and 
motion compensation. In the case of 4:2:0 
sampling, a macorblock consists of four lu-

minance blocks (Y-block) and two chroma 
blocks (U-block and V-block). The Y-, U-, 
and V-block are of size 88×  which the basic 
unit in the MPEG-2 coding. Two block types 
are involved in the coding process: in-
tra-block and inter-block. The relationship for 
I-, P-, B-frame and intra-block, inter-block is 
given in Figure 2 and described in the fol-
lowing. 

 

 
 

Figure 2. The coding process for intra-block and inter-block 
 
2.1. Frames and blocks 
 
(A) I-frame and intra block 
 
An intra-block uses only its own data to re-

duce the spatial redundancy. All blocks in 
I-frame are intra-block. The intra-block re-

quires no reference frame. Thus it can be 
coded and decoded independently. 
 

(B) P-, B-frame and intra-block, in-
ter-block 
 
In the coding process, P- and B-frame need 
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the preceding or/and the following frame as 
reference frames. For every macorblock, the 
unit of motion estimation tries to match simi-
lar macroblock in the reference frame. When 
a match is found, the blocks in the macrob-
lock are considered as inter-block and the unit 
of motion compensation is performed. Other-
wise, the blocks in the macroblock are treated 
as intra-blocks. 
 

2.2. Block coding 
 
Assume that the number of images in the 

input image sequence, as shown in Figure 2, 
is K and each image iO  is divided into bN  
image blocks }1 ,1for  { bij NjKi ≤≤≤≤b  of 
size 88× . Then intra-block and inter-block 
coding are described in the following. 
 

(A) intra-block coding 
 
Step 1. Perform DCT on ijb , )( ijij DCT bB = , 

where )(⋅DCT denotes the discrete 
cosine transform [8]。 

Step 2. Quantize ijB  as QBB /.ijij = , where 
Q  is a quantization matrix and /.  
is the element to element division. 

Step 3. Reorder elements of ijB  by a scan 
order. Let ][kSO  be the index of 
the scan order. Then the reordered 
elements of ijB  are denoted as 

]][[][, kSOk ijSOij BB = . 
Step 4. Encode SOij ,B by RLC (Run Length 

Coding) and then VLC (Variable 
Length Coding). 

 
(B) inter-block coding 
 
Step 1. Perform the motion estimation. If 

there is no match for ijb  and ref-
erence block refb ,  code ijb  by 
the intra-block coding. Otherwise, 
calculate the motion vector as 

)( refijVectorMV bb −= , where 

)(⋅Vector  is a function to compute 
vector. Then put MV to VLC unit. 

Step 2. Find the difference between ijb  
and refb  as refijij bbb −=

~  and per-
form the unit of motion compensa-
tion. 

Step 3. The rest of steps are identical to the 
intra-block coding except ijij bb ~

= . 
In the MPEG-2 coding, the unit of rate con-

trol trims the bitstream by adjusting the quan-
tizaion step. By this doing, a bit rate control in 
a transmission is achieved. 
 

3. The Proposed Zonal MPEG-2 
 
In this section, the motivation for the pro-

posed zonal MPEG-2 is described in Section 
3.1. Then, the implementation steps for the 
zonal MPEG-2 are given in Section 3.2. Fi-
nally, an example is provided to demonstrate 
how the zonal MPEG-2 works. 
 

3.1. Motivation 
 
The proposed zonal MPEG-2 is motivated 

by the following two properties: (i) the energy 
compaction property in DCT and (ii) the 
sensitivity property in human visual system 
[9]. For the intra-block coding, the energy 
distribution of DCT-transformed block 
descends from low-frequency to 
high-frequency coefficients in general. And 
for the inter-block coding, a similar 
distribution as the intra-block coding results 
because of motion compensation [5]. On the 
other hand, according to the human visual 
system, human eyes are more sensitive to 
low-frequency than to high-frequency. 
Therefore, low-frequency coefficients are 
finely quantized and those in high-frequency 
region are quantized coarsely. Consequently, 
after quantization high-frequency coefficients 
generally become zero or small. There is a 
high possibility that small quantized 
coefficients may locate between zero 
coefficients. These non-zero coefficients 
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generally contribute little PSNR but waste 
many bits in the coding process. By the ideas 
just described, we present a simple but 
effective approach to improve the 
performance of MPEG-2 where some 
quantized high-frequency coefficients are 
discarded. Since the concept in the proposed 
approach is identical to the zonal coding 
scheme [10-11]. It is thus called the zonal 
MPEG-2. 
 

3.2. Zonal MPEG-2 
 
In the proposed approach, a parameter M is 

used to determine the number of coefficients 
to be coded in the MPEG-2. As mentioned 
previously, this is the scheme in the zonal 
coding. Thus, the proposed approach is called 
the zonal MPEG-2. The coding process for 
the zonal MPEG-2 is identical to the tradi-
tional MPEG-2 except ][, kSOijB  in Step 3 in 
the intra-block coding is modified as follows: 
 

Step 3'. Given M, modify ][, kSOijB  as 
 

⎩
⎨
⎧

>
≤

=
Mk
MkkSO

k ij
SOij ,0

]],[[
][,

B
B  

 

where 641 ≤≤ M  and the scan order used in 
the zonal MPEG-2 is the zigzag scan.  
 
It should be pointed out that the zonal 

MPEG-2 is identical to the traditional 
MPEG-2 when 64=M . Therefore, it is to-
tally compatible with the traditional MPEG-2. 
Moreover, it is found that the inter-block 
coding affects PSNR significantly since sev-
eral frames are involved in the inter-block 
coding. Consequently, only intra-blocks are 
considered in the proposed zonal MPEG-2. 
 

3.3. Example 
 
Here, an example is provided to demonstrate 

how the zonal MPEG-2 works. Suppose an 
88×  quantized transformed block, with the 

zigzag scan order, is found as in Figure 3(a). 
After RLC, the result is given in Figure 3(b). 
Then the result of RLC is put into VLC whose 
output is shown in Figure 3(c). If the first 32 
coefficients, i.e., 32=M , are selected and 
coded. The coding result is given in Figure 
3(d). Figure 3(d) shows that 17 bits are saved 
in the zonal MPEG-2 with two discarded co-
efficients, when compared with Figure 3(c). 

[-26 -3 1 -3 -2 -6 2 -4 1 -4 1 1 5 0 2 0 0 -1 2 0 0  
0 0 0 -1 -1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 -1 EOB] 

(a) 
<0,-26><0,-3><0,1><0,-3><0,-2><0,-6><0,2><0,-4><0,1><0,-4> 

<0,1><0,1><0,5><1,2><2,-1><0,2><5,-1><0,-1><7,1><6,-1><EOB> 
(b) 

 [0100 001 0100 0101 100001 0110 100011 001 100011 001 001 100101 
 11100110 110110 0110 11110100 000 111110011 11110110 1010] 

(c) 
 [0100 001 0100 0101 100001 0110 100011 001 100011 001 

001 100101 11100110 110110 0110 11110100 000 1010] 
(d) 

 
Figure 3. An example of the zonal MPEG-2 

(a) quantized coefficients after zigzag scan 
(b) result after RLC 
(c) result after VLC 
(d) result after VLC with truncation (M=32) 
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4. Simulation Results and Discussion 
 
In this section, the proposed zonal MPEG-2 

is verified and compared with the traditional 
MPEG-2. Video files Foreman and Carphone 
are used as examples. The information about 
these files is summarized in Table 1. In the 
simulation, the software MPEG-2 Test Model 
5 (TM5) [12] is employed where the mail 
profile is considered. Moreover, for fair com-

parison the rate control is fixed, i.e., the pa-
rameter mquant in TM5 is set to a constant, in 
all simulations on purpose. By the traditional 
MPEG-2, average PSNR, avgPSNR , and file 
size, FSize , for Foreman video are, respec-
tively, 45.9 dB and 6,552,816 bytes while 

4.44=avgPSNR dB and 374,457=FSize  bytes for 
Carphone video are obtained. 

 
Table 1. Information for video files used as examples 

 
Filename Format Resolution Number of Frames File Size (Byte) 
Foreman SIF 352 × 288 300 45,619,200 
Carphone QCIF 176 × 144 96 3,649,536 

 
4.1. Effect of M 
 
Two cases are considered to investigate the 

effect of M on the coding performance of 
zonal MPEG-2. In the first case, all in-
tra-blocks, except the Y-block in I-frame, are 
coded by the zonal MPEG-2 where same M is 
used. The simulation results are given in Ta-
ble 2 where different values of M are used, 
and the corresponding differences, avgPSNRΔ  
and FSizeΔ , for the zonal and traditional 
MPEG-2 are given. 
The second case is same as the first case and 

the Y-block in the I-frame is put into account 

as well. Here, only Foreman example is con-
sidered. In the simulation, M is set to 8, 16 
and YIM −  to 8, 16, 24, 32, 40, 48, 56, respec-
tively. Notation YIM −  is the number of coef-
ficients coded in the Y-block of I-frame. The 
simulation results for different M and YIM −  
are recorded in Table 3 where 8,avgPSNRΔ , 

8FSizeΔ , and 16,avgPSNRΔ , 16FSizeΔ  stand for 
the differences of the first case with 8=M , 

16=M  from the second case with various 
YIM − . 

 
Table 2. Effect of M on avgPSNRΔ  and FSizeΔ  

 
 Foreman Carphone 
 (45.9 dB) (6,552,816 Bytes) (44.4 dB) (457,374 Bytes) 

M avgPSNRΔ  FSizeΔ  avgPSNRΔ  FSizeΔ  
8 3.6 219,974 4.0 18,126 

16 1.6 135,352 2.2 12,191 
24 0.8 72,586 0.9 7,630 
32 0.5 48,416 0.6 5,016 
40 0.2 19,530 0.2 5,016 
48 0.1 6,792 0.08 1,015 
56 0.007 1,415 0.02 253 
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Table 3. Effect of M and YIM −  on avgPSNRΔ  and FSizeΔ  
 

 Foreman 
 8=M  16=M  
 (42.3 dB) (6,332,842 Bytes) (44.3 dB) (6,417,464 Bytes) 

YIM −  8,avgPSNRΔ  8FSizeΔ  16,avgPSNRΔ  16FSizeΔ  
8 3.7 370,378 3.9 370,377 

16 2.7 263,135 2.9 263,125 
24 1.8 169,148 1.9 169,144 
32 1.4 119,835 1.5 119,819 
40 0.7 57,498 0.7 57,498 
48 0.4 23,602 0.4 23,605 
56 0.1 5,879 0.1 5,876 

 
4.2. Discussion 
 
The simulation results shown in Tables 2 and 

3 indicate that parameter M is able to reduce 
FSize  with some avgPSNR  loss. For example, 
in the first case, when compared with the tra-
ditional MPEG-2, dB 6.3=Δ avgPSNR  and 

974,219=ΔFSize bytes (about 3.4% reduction) 
are achieved for the Foreman video, where 

8=M . This is also true in the second case. In 
the case of 8=M  and 32=−YIM , 

dB 5=Δ avgPSNR  and 809,339=ΔFSize bytes 
(about 5.2% reduction) are obtained when 
compared with the traditional MPEG-2. 
Though avgPSNRΔ  are as high as 3.6 dB and 

5 dB in the two cases just mentioned, how-
ever the perceptual quality of the recon-
structed frames degrades very little. Figure 4 
shows the first frames of Foreman video ob-
tained from (i) the original video, (ii) the tra-
ditional MPEG-2, (iii) the zonal MPEG-2 
with 8=M , and (iv) the zonal MPEG-2 with 

8=M  and 32=−YIM . Figure 4 indicates that 
the reconstructed images of the zonal 
MPEG-2 have very little difference from that 
for the traditional MPEG-2. The results sug-
gest that most of coefficients in high fre-
quency region are zero or small and thus con-
tribute very little to the quality of recon-
structed image in the traditional MPEG-2. 
As shown in Table 3, YIM −  has significant 

effect on avgPSNR  and FSize . As a rule of 

thumb, the combination, 8=M  or 16=M  
with 32=−YIM , is suggested for the proposed 
zonal MPEG-2. Though the loss avgPSNRΔ  
with the proposed combination seems high, it 
does not affect the perceptual quality too 
much since the overall PSNR is still around or 
over 40 dB as in the examples. By experi-
ences, with the suggested combination the 
perceptual quality degradation is little and the 
file size reduction is significant for most of 
cases. 
 

5. Conclusion 
 
The paper has proposed a simple but effec-

tive approach to improve the performance of 
traditional MPEG-2. The proposed approach 
is called zonal MPEG-2 since the zonal cod-
ing scheme is implanted into the traditional 
MPEG-2. Two observations lead to the zonal 
coding scheme. The first one is the property 
of energy compaction in DCT. The second is 
the property in the human visual system. Both 
properties indicate that low-frequency coeffi-
cients are more important than those in 
high-frequency. Consequently, the perceptual 
quality should not degrade too much when 
some high-frequency coefficients are dis-
carded. By truncating some high-frequency 
coefficients, it is able to reduce the file size of 
compressed video with some PSNR loss. This 
is the fundamental idea in the proposed zonal 
MPEG2. To verify the zonal MPEG-2, two 



Zonal MPEG-2 
 

Int. J. Appl. Sci. Eng., 2007. 5, 2     157 

video files are given as examples. The simu-
lation results indicate that the zonal MPEG-2 
is able to trade little perceptual quality with 
significant file size reduction when compared 
with the traditional MPEG-2. 
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(a)                           (b) 
 

   
(c)         (d) 

 
Figure 4. The first frames in Foreman video  

(a) original 
(b) reconstructed from the traditional MPEG-2 
(c) reconstructed from the zonal MPEG-2 ( 8=M ) 
(d) reconstructed from the zonal MPEG-2 ( 8=M  and 

32=−YIM ) 
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