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Abstract: Protection of privacy from unauthorized access is one of the primary concerns in data 
use, from national security to business transactions. It brings out a new branch of data mining, 
known as Privacy Preserving Data Mining (PPDM). Privacy-Preserving is a major concern in the 
application of data mining techniques to datasets containing personal, sensitive, or confidential 
information. Data distortion is a critical component to preserve privacy in security-related data 
mining applications; we propose a QR Decomposition method for data distortion. We focus 
primarily on privacy preserving data clustering. As the distorted data occupies small amount of 
storage space, the memory requirement becomes low. Finally, we evaluate the effectiveness of 
the method in terms of misclassification error rate. Our experiments on several data sets reveal 
that the classification error rate varies as a result of security. However, the method has much less 
computational cost, especially when new data items are inserted dynamically. 
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1. Introduction 
 
  Data mining technologies have enabled organizations to extract useful knowledge from data in 
order to better understand and serve their customers and, thus, gain competitive advantages. 
While successful applications of data mining are encouraging, there are increasing concerns 
about invasions to the privacy of personal information. In the cases of inter-corporation and 
security data mining applications, data mining algorithms may be applied to datasets containing 
sensitive or private information. 
  To address these concerns, researchers in the data mining community have proposed various 
solutions. Examples of these studies include a method for building a decision tree classifier from 
data where confidential values have been perturbed [2] a framework for mining association rules 
from data that have been randomized [5] and algorithms for hiding sensitive rules [18] among 
others. This stream of research often approaches the problem from a data miner’s standpoint, 
focusing on how to develop algorithms for mining the data that are perturbed due to privacy 
concerns. Our study, however, approaches the issue from the standpoint of an organization that 
owns data. While some recent work deals with distributed databases owned by multiple parties, 
we consider situations where all data are owned by a single organization. We focus on how to 
protect individual privacy when the organization releases the data to a third party for performing 
data mining. 
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  Privacy-preserving data mining techniques have been developed to address these concerns. 
The general goal of the privacy-preserving data mining techniques is defined as to hide sensitive 
individual data values from the outside world or from unauthorized persons, and simultaneously 
preserve the underlying data patterns and semantics so that a valid and efficient decision model 
based on the distorted data can be constructed. In the best scenarios, this new decision model 
should be equivalent to or even better than the model using the original data from the viewpoint 
of decision accuracy. There are currently at least two broad classes of approaches to achieving 
this goal. The first class of approaches attempts to distort the original data values so that the data 
miners (analysts) have no means (or greatly reduced ability) to derive the original values of the 
data. The second is to modify the data mining algorithms so that they allow data mining 
operations on distributed datasets without knowing the exact values of the data or without direct 
accessing the original datasets. This article only discusses the first class of approaches. 
  The rest of the paper is organized as follows. Section 2 gives the view of the previous works. 
Section 3 presents the proposed method for data distortion and clustering. Section 4 shows the 
experimental results of the performance of the algorithm. Concluding remarks and future work 
are described in Section 5. 
 
2. Related work 
 
  Matrix decomposition is a key component in many data mining and computer vision tasks. 
Data perturbation approaches can be grouped into two main categories: the probability 
distribution approach and the value distortion approach. The probability distribution approach 
replaces the data with another sample from the same (or estimated) distribution [12, 13] or by the 
distribution itself, and the value distortion approach perturbs data elements or attributes directly 
by either additive noise, multiplicative noise, or some other randomization procedures. In this 
paper, we mainly focus on the value distortion approach. 
  The input to a data mining algorithm in many cases can be represented by a vector-space 
model, where a collection of records or objects is encoded as an nm× object-attribute matrix [6]. 
For example, the set of vocabulary (words or terms) in a dictionary can be the items forming the 
rows of the matrix, and the occurrence frequencies of all terms in a document are listed in a 
column of the matrix. A collection of documents thus forms a term-document matrix commonly 
used in information retrieval. In the context of privacy-preserving data mining, each column of 
the data matrix can contain the attributes of a person, such as the person’s name, income, social 
security number, address, telephone number, medical records, etc. Datasets of interest often lead 
to a very high dimensional matrix representation [1]. It is observable that many real-world 
datasets have nonnegative values for attributes. In fact, many of the existing data distortion 
methods inevitably fall into the context of matrix computation. For instance, having the longest 
history in privacy protection area and by adding random noise to the data, additive noise method 
can be viewed as a random matrix and therefore its properties can be understood by studying the 
properties of random matrices [11, 14]. 
  Matrix decomposition in numerical linear algebra typically serves the purpose of finding a 
computationally convenient means to obtain a solution to a linear system. In the context of data 
mining, the main purpose of matrix decomposition is to obtain some form of simplified low-rank 
approximation to the original dataset for understanding the structure of the data, particularly the 
relationship within the objects and within the attributes and how the objects relate to the 
attributes [9]. The study of matrix decomposition techniques in data mining, particularly in text 
mining, is not new, but the application of these techniques as data distortion methods in 
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privacy-preserving data mining is a recent interest [19, 20]. A unique characteristic of the matrix 
decomposition techniques, a compact representation with reduced-rank while preserving 
dominant data patterns, stimulates researchers’ interest in utilizing them to achieve a win-win 
task both on high degree privacy-preserving and high level data mining accuracy. 
  Data distortion is one of the most important parts in many privacy-preserving data mining 
tasks. The desired distortion methods must preserve data privacy, and at the same time, must 
keep the utility of the data after the distortion [15, 16]. The classical data distortion methods are 
based on the random value perturbation [2]. Secure Multiparty computation (SMC) research 
focuses on protocol development for protecting privacy among the involved parties or 
computation efficiency [22]; however, centralized processing of samples and storage privacy is 
out of the scope of SMC. 
  It has been used to reduce the dimensionality of, (and remove the noise in the noisy), datasets 
in practice [3]. The work in [21] addresses publication of anonymized transactional data. 
However, only the reidentification of individual transactions is prevented (i. e., the equivalent of 
the k-anonymity paradigm), whereas the privacy threat of associating sensitive items with 
quasi-identifiers is not addressed. In [23] the authors proposed two categories of novel 
anonymization methods for sparse high-dimensional data. The first category is based on 
approximate nearest-neighbor (NN) search in high-dimensional spaces, which is efficiently 
performed through locality-sensitive hashing (LSH). In the second category, two data 
transformations such as reduction to a band matrix and Gray encoding-based sorting that capture 
the correlation in the underlying image data have proposed. 
  The work presented here differs from the related work in some aspects, as follows: First, the 
aim is to address the problem of privacy preservation in clustering analysis. To the best 
knowledge, this problem has not been considered so far with QR data distortion along with 
clustering techniques. Second, the impact of the proposed method in the original database by 
quantifying how much information is preserved after transforming a database has been studied. 
The aim is not only on protecting individual data records, but also on providing accurate data for 
clustering analysis. 
  
3. QR decomposition clustering 
 
  The problem of dimension reduction has recently received broad attention in areas such as 
databases, data mining, machine learning, and information retrieval [10]. Efficient storage and 
retrieval of high dimensional data is one of the central issues in database and data mining 
research. 
  The model for the proposed method consists of two parts, the data manipulation part and the 
data clustering part. As illustrated in Figure 1, we assume that only the data owner or authorized 
access (authorized users) can manipulate the original data. After the data distortion process, the 
original dataset is transformed into a completely different data matrix. The hierarchical 
clustering [8] data mining technique can be applied on the distorted data. 
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Figure 1.  Model for QRDecomposition 

 
3.1. QR Decomposition 
 
  QR Decomposition (QRD) is a popular method in data mining and information retrieval. It is 
usually used to reduce the dimensionality of the original dataset A. QRD is useful for solving 
least squares’ problems and simultaneous equations. Here we use it as a data distortion method. 
Let A be a matrix of dimension m×n representing the original dataset. The rows of the matrix 
correspond to data objects and the columns to attributes. 
  The QR function performs the orthogonal-triangular decomposition of a matrix. This 
factorization is useful for both square and rectangular matrices. It expresses the matrix as the 
product of a real orthonormal or complex unitary matrix and an upper triangular matrix. 
  [Q, R] = qr (A) produces an upper triangular matrix R of the same dimension as A and a 
unitary matrix Q so that A = Q*R. For sparse matrices, Q is often nearly full. If [m, n] = size (A), 
then Q is m-by-m and R is m-by-n. Matrix R might be a sparse matrix. So that it reduces the size 
of the memory. 
  Any factorization A = QR, for which the matrices Q € CP×M and R € CM×M satisfy the 
following conditions, a QR decomposition of A with QR factors Q and R: 
1) the nonzero columns of Q are orthonormal 
2) R is upper triangular with real-valued nonnegative entries on its main diagonal 
3) R = QHA 
  When used for privacy-preserving purpose, the distorted dataset R can provide protection for 
data privacy, at the same time; it keeps the utility of the original data as it can faithfully represent 
the original data structure. 
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3.2. Proposed Algorithm 

Input: Data Matrix D, No. of clusters K 

Output: Distorted Data matrix D’, Clusters 

Step 1. Find the confidential numerical attributes (a i) i = 1, 2…n in D. 

Step 2. Form the matrix A. A = [a 1, a 2 , ………..a n ] 

Step 3. Apply QR to the matrix A. 

               QR (A) = QR 

Step 4. Update R values in D, gives D’. 

Step 5. Generate clusters for confidential numerical attributes in D’. 
 
  Hierarchical Clustering algorithm works by grouping the data one by one on the basis of the 
nearest distance measure of all the pairwise distance between the data point. Again distance 
between the data point is recalculated using single linkage method. Hierarchical clustering 
groups data over a variety of scales by creating a cluster tree or dendrogram. The tree is not a 
single set of clusters, but rather a multilevel hierarchy, where clusters at one level are joined as 
clusters at the next level. This allows to decide the level or scale of clustering. 
 
  Figure 2: A sample data matrix; Figure 3: A distorted data matrix using QR decomposition 
corresponding to the original sample matrix; Figure 4: The representation of the clusters before 
applying QR when K=3 for the glass data set; Figure 5: The representation of the clusters after 
applying QR when K=3 for the glass data set. K represents the number of clusters. 
  To illustrate how the proposed method works, let us consider the sample matrix in Figure 2. To 
do so, we apply our proposed method. Figure 3 shows the distorted matrix. Figures 4 and 5 give 
the dendrogram between the data objects and the distance between the data objects. It represents 
the way the objects have been clustered. The clusters before and after distortion can be seen in 
Figure 4 and Figure 5 for the glass data set. To make it visible clearly only 10 values of the data 
sets are shown in figure, as the dataset size is large.  Also the links between the clusters are 
shown. Clusters are linked together and formed a single cluster. 
 

 
[2       3       4        5 

6 8 9 10 

4 7 9 12] 

Figure 2. Original Matrix 
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[-7.4833  -10.9577  -13.0958  -15.7684 

0  1.3887  2.5203  4.4748 

0  0  -0.3849  -0.5774] 

Figure 3. Distorted Matrix 
 

 
Figure 4. Cluster representation before applying QR 

 

 
Figure 5. Cluster representation after applying QR 
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4. Experimental results 
 
  In this section, we present the results of our performance evaluation. We start by describing 
the methodology that we used. Then we study the effectiveness of our method under hierarchical 
based clustering method. 
 
4.1. Methodology 
 
  All the experiments were conducted on a PC, Pentium IV with 512 MB of RAM running a 
windows operating system. The MATLAB package is used to execute the proposed method. The 
method and later the hierarchical clustering were performed in MATLAB. We used four different 
synthetic datasets (uci repository) such as glass data set with 214 objects and 11 attributes, 
diabetes with 768 objects and 9 attributes, spect with 187 objects and 3 attributes, haberman with 
306 objects and 4 attributes as shown in Table 1. For the dataset, we analyzed a specific number 
of clusters as 3. The effectiveness is measured in terms of the proportion of the points that are 
grouped in the same clusters after we apply a transformation on the data. We refer to such points 
as legitimate ones. 
  In Table 1 Data Objects denotes the objects. K denotes the no. of clusters to group the objects. 
Before distortion, for glass data set objects 113, 99 and 2 are grouped in cluster 1, 2 and 3. After 
distortion, objects 1, 212, 1 are grouped in cluster 1, 2, and 3. Before distortion, for diabetes data 
set objects 765, 2 and 1 are grouped in cluster 1, 2 and 3. After distortion, objects 1, 765, 2 are 
grouped in cluster 1, 2, and 3. Similarly the other 2 data sets are clustered before and after 
distortion. 
 

Table 1. Data objects and Clusters 

 
4.2. Measuring Effectiveness 
 
  The effectiveness is measured in terms of the number of legitimate points grouped in the 
original and the distorted databases. After transforming the data, the clusters in the original 
databases should be equal to those ones in the distorted database. However, this is not always the 

Data 
Objects 
(points) 

Before Distortion K=3 
(clusters) 

After Distortion K=3 
(clusters) 

Database Database 
Glass Diabetes Spect Haberman Glass Diabetes Spect Haberman 

113 765 1 1 1 1 1 1 

99 2 185 304 212 765 185 304 

2 1 1 1 1 2 1 1 
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case, and we have some potential problems after data transformation: a noise data point end-up 
clustered, a point from a cluster becomes a noise point, or a point from a cluster migrates to a 
different cluster. Since the hierarchical clustering method we used, do not consider noise points, 
we concentrate only on the third case.  
  We call this problem Misclassification Error [8] and it is measured in terms of the percentage 
of legitimate data points that are not well-classified in the distorted database. Ideally, the 
misclassification error should be 0%. The misclassification error, denoted by ME, is measured as 
follows:  

)D(
N
1 N

1i iE Cluster(M 


 │ │－│ Cluster( i
)'D( │) 

  where N represents the number of points in the original dataset, k is the number of clusters 
under analysis, and │Clusteri(X) │represents the number of legitimate data points of the i th 
cluster in the database X. 
 
  As can be seen in Table 2, the proposed technique yielded the result as 0% in two various data 
sets and yielded 1% and 1.9% in other two sets of data. Thus the method yielded very good 
results when we compare the cluster analysis of the original and the distorted datasets. In [2] the 
original k-anonymity model can be problematic. In case of high dimensional data and pointed 
out that the exponential number of quasi-identifier combinations can allow precise inference 
attacks unless an unacceptably high amount of information loss is suffered. In [19], [20] the 
scheme is based on Singular Value Decomposition distortion of user data, which is composed of 
a privacy metric and an analytical formula. Although this framework provides a high degree of 
privacy to the user, the misclassification ratio is high when compare to the QR decomposition 
method. Also mining the distorted database can be, apart from being error-prone, significantly 
more expensive in terms of both time and space as compared to mining the original database. 
  These results suggest that our technique perform well for comprising the infeasible goal of 
having both complete privacy and complete accuracy for clustering analysis. 
 

Table 2.  Results of Misclassification 
 
 
 
 
 
 
 
 
5. Conclusion and future work 
 
  We have presented a method to distort only confidential numerical attributes to meet privacy 
requirements, while preserving general features for clustering analysis. We have presented a QR 
decomposition method for data distortion to achieve privacy-preserving in data mining 
applications. We focus primarily on privacy preserving data clustering Experimental results have 
demonstrated that the proposed method is highly effective for high accuracy privacy protection, 
in the sense that they can provide high degree of data distortion and maintain high level of data 
utility with respect to the data mining algorithms. 

Data Objects Misclassification 
Ratio 

214 1.0 
768 1.9 
187 0 
306 0 
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  In future, it is certainly of interest for the research community to experiment these data distortion 
technique with other data mining algorithms. 
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