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Abstract: Indonesia is one of the countries with the largest industry of crude palm oil (CPO) 
in the world. During 2013-2017, the growth of the area of oil palm plantations in Indonesia 
decreased -0.52%, the decline is expected not to affect the amount of CPO production. One of 
the things that affect CPO production is the primary raw material availability of palm oil fresh 
fruit bunches (FFB). Raw material requirements can be predicted by several forecasting 
methods, but the methods only predict the raw material requirements FFB, not the availability. 
The development of deep learning eases humans in doing things. Deep learning can be used to 
calculate FFB automatically using the faster R-CNN algorithm. This study presented a system 
of automatic detection and calculation of FFB. The evaluation is carried out by comparing 4 
network architectures; resnet inception V2, inception V2, resnet 50, and resnet 101. The results 
of this study indicate success in calculating FFB. The success is indicated by the results of 
evaluating the four network models with the average F1 scores above 80%. 
 
Keywords: Palm oil fresh fruit bunches (FFB); Faster R-CNN; computer vision; object 
detection. 
 
1. Introduction 

 
Indonesia is the largest industry of crude palm oil (CPO) center in the world after Malaysia 

and Thailand [1]. Based on data from the Ministry of Agriculture 2018 [2], Indonesia produced 
27.78 million tons CPO in 2013 and increased to 37.81 million tons in 2017, with an average 
growth of 2.13% per year in the period 2013-2017. In 2013, the value of Indonesia's CPO 
exports to the world amounted to USD 17.67 million or 59.97% of Indonesia's total plantation 
commodity exports and increased to USD 21.25 million or 66.81% in 2017 with an average 
growth of 26.41% per year. CPO is a source of non-oil foreign exchange for Indonesia, so the 
enhancement of CPO production in Indonesia is expected to improve the welfare of the nation. 

During 2013-2017, the growth of the area of oil palm plantations in Indonesia decreased -
0.52% [2], the decline is expected not to affect the amount of CPO production. One of the things 
that affect CPO production is the primary raw material availability of palm fresh fruit bunches 
(FFB). The raw material availability of FFB can be predicted by several methods such as Fuzzy 
Rule-Based Time Series Method [3] and linear regression [4]. Both forecasting methods only 
calculate the needs of raw material and cannot predict the availability of real raw material. 
Farmers can do calculations from close range and long distance. The close range calculation of 
the uneven and large FFB has been done manually and it is quite difficult and spends a lot of 
time to do. Long distance calculations certainly have a higher level of difficulty. In addition to 
limited vision, loss of concentration also increases the difficulty of distance calculation.  
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Therefore there is a need for technology that can facilitate the calculation of availability of FFB 
associated with palm oil production in Indonesia. 

Computer vision is a topic that is included in the field of deep learning that can be used to 
solve problems in various fields of human life. Computer vision can be used for classification 
[5, 6], face detection [7], semantic segmentation [8], object detection [9-11], and calculations 
[10].   

There are 2 approaches to classification and detection, namely the machine learning approach 
in the form of Support Vector Machine (SVM) and the deep learning approach in the form of 
Convolutional Neural Network (CNN). The results of the Large Scale Image Classification and 
Recognition Challenge (ILSVRC) showed that there are many researchers use CNN to 
overcome object recognition and classification problems. Progress in this field is supported by 
computational capabilities and datasets [6]. Convolutional Neural Network is one of the deep 
learning methods resulting from the development of Multi-Layer Perceptron (MLP) which is 
designed to process two-dimensional data. 

CNN has been used in the aviation field [9] to detect foreign objects on the airfield's 
sidewalks. In this study, the use of CNN from each network model has a level of precision above 
89%. In the field of transportation, CNN is used by the automotive industry to provide pedestrian 
detection to provide information about the number of people on the street. In research T. Liu 
and T. Stathaki [8], the semantic segmentation framework that they developed was evaluated 
and compared with several existing frameworks and produced a 5.7% miss rate. In the field of 
security and defense, CNN is can be used as face detection to prevent crime. The study S. W. 
Cho et al. [7] proposed face detection in dark conditions with the help of a visible-light camera 
sensor and faster R-CNN development. The final results showed a 3.36% precision increase 
from the previous method. In the field of health, CNN is used to carry out food classifications 
as semi-automatic monitors of the daily diet. Research G. Ciocca et al. [5] evaluated food 
classifications based on available datasets and provided recommendations for improving larger 
datasets to maximize the results obtained. In the field of fashion, CNN is used to detect hair 
models on someone. The results in the study U. R. Muhammad et al. [12] showed that the level 
of accuracy achieved was around 90% and higher than in previous studies. 

This study will utilize CNN in agriculture as has been done in previous studies [13] which 
segmented apples to estimate apple orchard yields to make it easier for farmers to plan harvests. 
The study C. Zhang et al. [14] made modifications to the resnet 50 network to improve the 
detection and classification of tomato flowers, ripe tomatoes, and unripe tomatoes using faster 
R-CNN. The results showed that there was an increase in mAP of 5.5%. Automatic fruit 
counting is also done as in research W. Maldonado and J. C. Barbosa [15] which calculated 
green oranges and tomatoes [10], counting apples, mangoes, and almonds [16], counting 
mangoes [17, 18], and strawberry [19]. Literature review on deep learning in agriculture [17, 
20] has not shown the use of this technology in FFB detection or calculation.  

Based on the description above, research on oil palm will be carried out by using the 
convolutional neural network (CNN) as a solution to carry out FFB detection and calculation 
automatically. 
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2. Materials and Methods 
 
2.1  Hardware and Software 

 
This research used a computer with an Intel Core i7 3770K processor, 16GB Ram, and 

NVIDIA GTX980. It used Linux Ubuntu 16.04 OS, python 3.6 programming language, and 
tensor flow framework. To support the research dataset's annotation, this research used COCO 
Annotation [21]. 

 
2.2  Dataset 

 
Collection of datasets was carried out through scrapping FFB images on the internet in jpg 

format with 100 images by 181 x 278 pixels to 1300 x 956 pixels. After the dataset has been 
collected, the annotation was carried out with the COCO dataset format [22]. It resulted in 536 
FFB annotations. The annotated images can be seen in Figure 1. 

 

 
Figure 1. Example FFB with annotation. 

 
5-fold cross-validation method was used to avoid the overfitting effect [23] in evaluating the 

results of network model training. The dataset was divided into 5 partitions with 20 random 
images in each partition. Furthermore, 5 experiments were carried out on each network model 
with a combination of 4 partitions as training and 1 partition as validation. The 5-fold cross-
validation design can be seen in Figure 2. 

 

 
Figure 2. 5-Fold cross validation design. 

 
  

Experiment 1 
Experiment 2 
Experiment 3 
Experiment 4 
Experiment 5 

Train                     Validation Img (1).jpg Img (100).jpg 
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2.3  Regional-based Convolutional Neural Network 
 

Convolution Neural Network (CNN) is part of deep learning which consists of several 
convolutional, ReLu, and pooling layers that resemble the human visual system [10]. 
Convolution networks consist of Convolution layers, pooling layers, and fully connected. CNN 
has made a lot of progress because it is supported by computing capabilities and datasets used 
for training [6]. 

 Regional-based Convolutional Neural Network (R-CNN) is a combination of region 
proposals and CNN or referred to as Regional-based Conventional Neural Network (R-CNN). 
R-CNN is the development of CNN where classification only focuses on one object and is 
tasked with explaining the object. But when viewed from a broader perspective, it can be seen 
that there are many objects in the image, there are complex sights, overlapping objects, and 
diverse backgrounds. These problems cannot be solved through classification. As seen in 
Figure 3, the purpose of R-CNN is to detect and localize an object in the image [24]. In R-
CNN, images are detected using simple detection feature techniques (such as edge detection 
and others) to obtain Regions of Interest (RoI), this process is also referred to as selective search 
[25]. 

 

 
Figure 3. Process of detection and localization R-CNN [35]. 

 
R-CNN works quite well but is very slow. In 2015 found a solution to the problem that 

occurred in the R-CNN architecture [26], so that it is created Fast R-CNN. As shown in Figure 
4, Fast R-CNN replaces the SVM classifier with a softmax layer above CNN to produce a 
classification. In addition, Fast R-CNN also added a linear regression layer parallel to the 
softmax layer to the output boundary box coordinates. In this way, all the output needed comes 
from a single network [26]. 

 

Figure 4. Architecture Fast R-CNN [26]. 
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In 2015 the research team from Microsoft [26, 27] proposed development of Fast R-CNN 
namely Faster R-CNN. Fast R-CNN detects objects by making multiple detection boxes in the 
part that has the potential to be detected. This is a fairly slow process and hinders the entire 
process. 

Faster R-CNN is a development of Fast R-CNN [26] where the architecture consists of two 
modules namely RPN and fast R-CNN detector [27]. RPN is a small network neuron that is in 
the last row of the convolution layers network and serves to predict the existence of the required 
object and also predict the bounding box on that object. Furthermore, detection is done by 
classifying the object results obtained by the RPN based on the object class. The detailed 
architectural details of Faster R-CNN can be seen in Figure 5. 

 

 
Figure 5. Architecture Faster R-CNN [28]. 

 
2.4  Network Architecture Model 

 
This study used 4 network architectural models namely Inception Resnet V2, Inception V2, 

Resnet50 and Resnet101 that used as training data. 
 

2.4.1 Inception 

Inception is a development from googleNet and became the 1st place for image classification 
at ILSVRC in 2014 [29]. The Inception model provides an easier process in the convolutional 
layer section and empirically is able to learn more representations on fewer parameters. The 
inception model will independently see the correlation between cross-channel and spatial [10]. 
This architecture was originally introduced by C. Szegedy et al. [29] as Inception V1, then 
refined to Inception V2 [30], Inception V3 [31], and the latest was Inception-Resnet [32] which 
has become the best-performing family model in the ImageNet dataset [33]. The architecture 
of Inception V2 is designed to reduce the complexity of CNN by developing a wide-ranging 
architecture rather than depth. Inception has 3 modules shown in Figure 6. 
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Figure 6. Module inception [31]. 

 
The first module in Figure 6(a) replaces the 5 × 5 convolutions to 3 × 3. Furthermore, 

convolution factoring is shown in Figure 6(b). Finally, the module is changed to be wider to 
reduce the complexity of convolution networks that is shown in Figure 6(c) [31]. The use of 
all three modules in the architect network inception is shown in Table 1. 

 
Table 1. Architecture inception [31]. 

Type Patch Size/Stride or 
Remarks Input Size 

Convolution 3×3/2 299×299×3 
Convolution 3×3/1 149×149×32 

Convolution Padded 3×3/1 147×147×64 
Pooling 3×3/2 147×147×64 

Convolution 3×3/1 73×73×64 
Convolution 3×3/2 71×71×80 
Convolution 3×3/1 35×35×192 
3× Inception Figure 6(a) 35×35×288 
5× Inception Figure 6(b) 17×17×768 
2× Inception Figure 6(c) 8×8×1280 

Pooling 8×8 8×8×2048 
Linear logits 1×1×2048 

Softmax classifier 1×1×1000 
 

2.4.2 Resnet 

Resnet is a network model developed by Microsoft and has won 1st place in the 2015 
ILSVRC competition [34]. The ResNet Model uses deep residual learning framework. By 
using this framework, each network layer has a reference to the previous network layer; this 
makes the optimization process easier than the network-layer network layer that has no 
connection. The easier optimization process leads to the more layers formed by the neural 
network (34 layers) so that it has higher accuracy than the neural network that does not use 
residual networks [34]. 
  

(a) (b) (c) 
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3. Result 
 
After all datasets have been successfully trained with each using 5000 epochs, the detection 

and automatic calculation of oil palm has been successfully carried out and has been tested 
using several images that have been prepared for testing with 4 neural network convolution 
network architectures. 

 
3.1  Evaluation Criteria 

 
To evaluate the test results, parameters will be created by grouping the detection results as 

follows: 
 
3.1.1 True Positive (TP) 

 
Detection box with a positive class and produces a true value. This is called the detection 

box that successfully detects bunches. 
 

3.1.2 False Positive (FP) 
 

Detection box with a positive class and produces an incorrect value. It is called a detection 
box that detects objects instead of bunches. 

 
3.1.3 False Negative (FN) 
 

Detection box with a negative class and produces an incorrect value. It is called the 
undetectable bunches. 

Based on the parameters above, the evaluation calculation formula is determined as in Table 
2 below: 

 
Table 2. Evaluation formula 

Definisi Evaluasi Formula 
Precision Rate (P) is the level of accuracy of the 

detection produced. 𝑃𝑃 =
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃
 

Recall Rate (R) is the level of success in making 
detection. 𝑅𝑅 =

𝑇𝑇𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹

 

False Negative Rate (FNR) is a positive value 
proposition that is considered wrong. 𝐹𝐹𝐹𝐹𝑅𝑅 =

𝐹𝐹𝐹𝐹
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹

 

False Alarm (FA) is negative value proposition with 
true positive. 𝐹𝐹𝐹𝐹 =

𝐹𝐹𝑃𝑃
𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃

 

F1 Score is a measure used to find a balance between 
precision and recall. 𝐹𝐹1 = 2 ×  

𝑃𝑃 ∗ 𝑅𝑅
𝑃𝑃 + 𝑅𝑅
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3.2 Analysis 
 

The analysis was carried out by evaluating the results of system detection and calculation 
compared to the results of manual calculations, the criteria for the images tested can be seen in 
Table 3. 
 

Table 3. Image for testing. 

Image Occlusion Total 0% 1-75% 75-99% 
Image 1 12 11 5 28 
Image 2 7 5 4 16 
Image 3 1 3 1 5 
Image 4 3 4 1 8 
Image 5 2 6 9 17 
Image 6 1 12 11 24 
Image 7 3 6 2 11 
Image 8 5 3 8 16 
Image 9 4 1 4 9 
Image 10 7 8 23 38 

 
Figure 7 is an example of a picture that has been manually counted and will be used for 

testing, calculations were carried out gradually as shown in Table 3 based on 0% occlusion 
(bunches that are not covered by other objects), occlusion 1-75% (bunches covered by other 
objects in where the closed area is not greater than 75%), and occlusion is 75-99% (bunches 
covered by other objects where the closed area is greater than 75%). 

 

  

 
      (a)                    (b) 

Figure 7. Example image for testing. Section (a) is image testing with name Image 2, section (b) is 
image testing with name Image 7. Green dots are occlusion 0%, purple dots are occlusion 

1-75% and orange dots are occlusion 75-99%. 
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The evaluation results of detection of the Inception Resnet V2 model can be seen in Table 
4, the Inception V2 model can be seen in Table 5, the Resnet 50 model can be seen in Table 6, 
and the Resnet 101 model can be seen in Table 7. The evaluation criteria used are in accordance 
with the explanation in section 3.1. 

 
Table 4. Results of evaluation network architecture Inception Resnet V2. 

Evaluation Criteria Exp-1 Exp-2 Exp-3 Exp-4 Exp-5 Average 
P 97% 96% 97% 98% 97% 97% 
R 74% 69% 62% 73% 78% 71% 

FNR 26% 31% 38% 27% 22% 29% 
FA 3% 4% 3% 2% 3% 3% 

 
Table 5. Results of evaluation network architecture Inception V2. 

Evaluation Criteria Exp-1 Exp-2 Exp-3 Exp-4 Exp-5 Average 
P 95% 97% 97% 98% 98% 97% 
R 79% 72% 69% 74% 82% 75% 

FNR 21% 28% 31% 26% 18% 25% 
FA 5% 3% 3% 2% 2% 3% 

 
Table 6. Results of evaluation network architecture Resnet 50. 

Evaluation Criteria Exp-1 Exp-2 Exp-3 Exp-4 Exp-5 Average 
P 95% 97% 97% 98% 98% 97% 
R 79% 72% 69% 74% 82% 75% 

FNR 21% 28% 31% 26% 18% 25% 
FA 5% 3% 3% 2% 2% 3% 

 
Table 7. Results of evaluation network architecture Resnet 101. 

Evaluation Criteria Exp-1 Exp-2 Exp-3 Exp-4 Exp-5 Average 
P 95% 97% 97% 98% 98% 97% 
R 79% 72% 69% 74% 82% 75% 

FNR 21% 28% 31% 26% 18% 25% 
FA 5% 3% 3% 2% 2% 3% 

 
F1 Score results from each model can be seen in Table 8. It can be seen that the average F1 

score of 5 experiments each network model has a value above 0.8, then the highest value is in 
the Resnet 50 network model. 
 

Table 8. Result of testing. 
Model Exp-1 Exp-2 Exp-3 Exp-4 Exp-5 Average 

Inception Resnet V2 (F1 Score) 84% 81% 76% 84% 87% 82% 
Inception V2  (F1 Score) 86% 82% 80% 85% 90% 85% 

Resnet 50  (F1 Score) 86% 83% 83% 90% 90% 86% 
Resnet 101  (F1 Score) 80% 81% 81% 85% 85% 82% 
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Some detection results can be seen in Figure 8. Figure 8(a) is an example of test results in 
Image 6. The detection box was able to select all objects (bunches) but the detection box 
number 10 could not be included in the "true positive" criteria because there were 2 objects 
detected, so that they were included in the "false positive" criteria. Figure 8(b) is an example 
of a test result in testing image with name Image 9. The results of the detection carried out 
showed that only 8 objects (bunches) were included in the "true positive" criteria and 1 object 
(bunch) was not detected so that it included in the "false negative" criteria. Figure 8(c) is an 
example of test results in testing image with name Image 10, based on manual calculating, this 
image has the object with the highest occlusion of 75-99% so that it affected the results of the 
detection carried out where there were 9 objects detected that were included in the "false 
negative" criteria. Figure 8(d) is an example of a test result in testing image with name Image 
4. There was 1 object (bunch) so that it was included in the "false negative" criteria where the 
object also has occlusion of 75-99%. 
 

  

 
(a)                                                                     (b)  
 

 
(c)                                                                    (d)  

 
Figure 8. Result of detection and calculation FFB. 
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4. Discussion 
 
This study has proposed a detection system and FFB automatic counting using Faster R-

CNN with 4 different network architectures. The training data that has been collected and 
annotated later was used in training to use Faster R-CNN as many as 5 experiments. The 
resulting inference was each tested with 10 images. In this section, we will discuss the strengths 
and weaknesses of the system. The annotation process carried out on all images can produce a 
number of labeled FFBs. The annotation process was carried out with the polygon tool, as seen 
in Figure 9. 
 

 
Figure 9. Detail selection line during annotation process. 

 
The selection was carried out by slightly dragged the object to see a shift of pixel between 

object and background or between objects and other objects in an annotation. This was done to 
see that the annotations that occurred were colliding with each other. This method resulted in 
a fairly good detection result, but there was a wrong detection result that the detection found 2 
FFBs that considered as 1 FFB as in Figure 10. 

 

 
(a)                                (b)                               (c)                              (d) 

Figure 10. Example of error detection; (a) bounding box number 9 detects 2 bunches; (b) bounding 
box number 9 detects 2 bunches; (c) bounding box number 4 and 19 detect the same 

bunches; (d) bounding box number 5 detects 2 bunches. 
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This error occurred due to the stack of bunches that were too tight and made it unclear to 
find the contact between a bunch to the other bunch. In Figure 11, there were undetectable 
bunches and this was caused by the complexity of a less varied bunch annotations, causing less 
optimal recognition of bunches. 

 

 
Figure 11. Example not detected. 

 
5. Conclusions 

 
This study presented a system of automatic detection and calculation of FFB using Faster R-

CNN. Testing of automatic detection and calculation compare with manual count have resulted 
average F1 score above 80%. Some things that cause the detection of bunches were the high 
level of occlusion and the presence of several objects that cover the bunch. To improve the 
results of detection and calculation, it is necessary to add a dataset with better quality. Even 
small pixel datasets need to be collected to create a wider FFB detection and calculation area. 
Modifications on each network architecture can be a new discovery for detection and 
calculation of FFB better results. 
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