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ABSTRACT 
 

This work is an extended version of the paper published by Ito and Chakraborty (2019). 
Time Series Classification (TSC) is gaining importance in the area of pattern recognition, 
as the availability of time series data has been increased recently. TSC is a complicated 
problem because of needs to consider the characteristics of temporal data; periodicity, 
time correlation, elasticity and unequal lengths of the time series. As all of those 
characteristics are usually not expressed simultaneously in raw data, design of a unified 
similarity metric for time series classification or clustering is difficult to achieve. In 
addition to traditional feature-based, model-based or distance-based algorithms for TSC, 
ensemble and deep neural network have been proposed recently, and deep neural network 
model like ResNet is known to be quite effective. However, deep neural network model 
requires enormous computing resources and computing time as well as large number of 
training samples. Feature based and distance based approaches till have potential to 
outperform them in computational time with reasonable classification accuracy. In this 
work, new temporal data transformation algorithms have been proposed and their 
combination with nearest neighbor classifier have been compared to existing time series 
classification methods. From the experimental results, the proposed algorithms with 
nearest neighbor classifier are found to be inferior to ResNet regarding classification 
accuracy though comparable to Dynamic Time Warping (DTW) but the computation is 
much faster than ResNet and DTW, and also the classification accuracy is better in case 
of small datasets which seems to be important for many real life applications with limited 
resources. 

 
Keywords: Time series classification; feature extraction; deep neural network. 
 

 
1. INTRODUCTION 
 

Time series is a sequence of data that describes the change of the observed 
phenomenon over time. Due to increased use of sensors, the improvement of 
computation power and decreased cost of storage, enormous temporal data are collected 
and stored from various application areas ranging from financial prediction to health care. 
Because of this high volume of data, the demand of analysis of big time series data is 
increasing. Among them, time series classification is an important task because many 
applications rely on it, for example, online signature verification (Tamilarasi and Nithya 
Kalyani, 2017), human gait recognition (Ebenezer et al., 2019) authentication problem, 
electroencephalogram (EEG) and electrocardiogram (ECG) analysis in medical field 
(Wang et al., 2012), stock price and exchange rate prediction in financial field (Fisher 
and Krauss, 2018) or human activity recognition (Lara and Labrador, 2013) in the area 
of healthcare. Time series classification is a challenging problem as traditional machine 

mailto:basabi@iwate-pu.ac.jp
https://creativecommons.org/licenses/by/4.0/deed.ast
https://creativecommons.org/licenses/by/4.0/deed.ast
http://web.cyut.edu.tw/index.php?Lang=en
http://web.cyut.edu.tw/index.php?Lang=en


International Journal of Applied Science and Engineering 
 

 
 Ito et al., International Journal of Applied Science and Engineering, 17(3), 269–280 

 

 
https://doi.org/10.6703/ IJASE.202009_17(3).269         270 
          

learning algorithms for static data are difficult to use 
directly for temporal data, because of elasticity, periodicity 
and unequal length of time series. Traditional time series 
classification algorithms can be roughly grouped into three 
types — model-based feature-based, and distance-based. 

The model-based approaches make model of each class 
from raw time series data by fitting appropriate parameters 
and classify the given data according to the best fit of the 
model. The examples are Autoregressive (Kini and Sekhar, 
2013), Markov and Hidden Markov Model (HMM) 
(Antonucci et al., 2015), Naive Bayes, or Neural Network 
models. Most of the models are based on statistical 
probability distribution. Autoregressive model is based on 
stochastic process in which the value at some point of time 
series depend on all previous values. On the other hand, 
Markov process is another stochastic process where the 
value at some point of time series depends on the previous 
one. HMM is an automaton in which the state transition 
occurs probabilistically. Naive Bayes is the simplest 
probability distribution based model, commonly used for 
text classification. Among neural networks, Recurrent 
Neural Network (RNN) (Smirnov and Nguifo, 2018) is 
suitable for time series classification because it considers 
variable length input and is dependent on previous values. 
Long Short-Term Memory (LSTM) (Karim et al., 2018), 
extended form of RNN, tends to have better performance 
due to consideration of long term dependency. Currently, it 
is found that convolutional neural network based models are 
also effective for time series classification. 
  The feature-based approaches extract features and 
transform the raw time series into a feature vector before 
classifying with traditional classification methods. The 
examples of feature extraction methods are Fourier 
Transform, Wavelet Transform, Shapelet (Ye et al., 2010), 
Time Series Bag of Features (TSBF) (Baydogan et al., 2013) 
etc. 

The distance-based approaches compare raw time series 
by a distance metric and assign it to the class of the nearest 
class sample. Euclidean distance, Dynamic Time Warping 
(DTW) (Sakoe and Chiba, 1978) and its derivations are the 
popular metrics used for this purpose. Euclidean distance, 
though the simplest one, is not suitable for unequal length 
time series, because it compares the values of time series at 
the same time, and elasticity and periodicity of temporal 
data are not considered. On the other hand, DTW with k-
nearest neighbor classifier shows better performance as it is 
capable of taking care of time distortion though it is 
computationally costly. 

Recently ensemble based approaches have been 
developed in which different classifiers are combined to 
achieve higher performance. Some of the examples are 
Elastic Ensembles (Lines and Bagnall., 2015), COTE 
(Bagnall et al., 2015) and HIVE-COTE (Lines et al., 2018), 
an extended version of COTE. Though ensemble of 
classifiers can produce good classification accuracy, the 
computation time is very high even using recent high 
performance machines. A comparative study of several 

approaches can be found in Bagnall et al. (2017). Another 
recent development of time series classification algorithms 
is based on deep neural networks (DNN). A review of the 
DNN based time series classification approaches can be 
found in Fawaz et al. (2019). Among several DNN models, 
Convolutional neural networks (CNN) and Residual 
Network (RESNET) (He et al., 2016) are known to be the 
most successful in time series classifications. As very recent 
state-of-the-art time series classification algorithms based 
on ensemble algorithms or DNN requires too much 
computational resources, their versatile use is difficult in 
real life resource-constrained applications. Also deep neural 
network seems to have poor interpretability due to the black 
box architecture having a large number of layers of 
computing elements with no definite method for setting 
parameters. Though researchers are trying to interpret DNN 
models, it is still in its early phase. 

In many real world applications of time series 
classification, fast and interpretable algorithms capable of 
producing reasonable classification accuracy with limited 
resources are needed and research on developing these 
algorithms is important. As there are various types of time 
series, for example, time series having seasonal trend like 
weather parameters, almost changeless and spike, or 
random, dealing all types of time series uniformly with one 
approach is unfortunately not the solution, the shape seems 
to be the only common feature of the most of the time series. 
Model based and Feature based traditional TSC algorithms 
possess better interpretability than deep network based 
models. Feature based algorithms are also faster than raw 
time series based approaches. Elastic distance based 
measure, Dynamic Time Warping (DTW) is the most 
popular similarity measure for distance based algorithms. In 
fact, the combination of DTW and k-nearest neighbor 
classifier (Bishop, 1995) is known to be an effective 
approach and was considered as the best algorithm for time 
series classification problems until a few years ago before 
the development of ensemble and deep network based 
algorithms. 

Though the performance of DTW- kNN is the best 
regarding classification accuracy among traditional 
algorithms for most of the applications, the computational 
complexity is high, of the order of 𝑂𝑂(𝑛𝑛2)  where 𝑛𝑛  the 
length of the time series. There are many proposed 
improvements for the computational bottleneck, however in 
all cases, ultimately it is required to calculate precise 
similarity. Besides, DTW executes matching two sequences 
with shortest path, while finding corresponding segment of 
one series to another series as shown in Fig 1. At that time, 
pairs that could not be matched in the same segment are 
summed as dissimilarity. In other words, similar segments 
in two sequences are equated, and the differences are 
counted as the distance. It can be regarded as geometrical 
difference. 

In this work, an approach to reduce the computational 
cost of similarity computation of two unequal time series 
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keeping the classification accuracy as high as possible, three 
new shape based characteristics transformation measures 
for similarity computation are proposed and their 
performance in TSC compared to state-of-the art popular 
algorithms is analyzed. In the next section a brief 
description of the popular similarity measures, feature 
extraction techniques and classification algorithms related 
to this work are presented followed by the section 
containing our proposed approach. Section 4 contains the 
simulation experiments and results while section 5, the final 
section, presents discussion and conclusion. 

 
2. RELATED BACKGROUND ON TIME 

SERIES CLASSIFICATION 
 

Among several traditional feature based, model based 
and similarity based time series classification algorithms, 
DTW-kNN, the combination of dynamic time warping 
(DTW) as a similarity measure and k nearest neighbor 
classification algorithm, is considered to be the best time 
series classification algorithm at least until very recently. As 
mentioned before in introduction, DTW incurs high 
computational cost and many proposals are already evolved 
to reduce the cost. Fast DTW (Salvador and Chan, 2007), 
Multiscale DTW (Keogh and Pazzani, 2000) or Sparse 
DTW (Al-Naymat et al., 2009) are some of the popular 
approaches already developed. The authors also previously 
proposed a few algorithms, DTW-GA (Chakraborty and 
Yoshida, 2017), DTE (dynamic translational error) 
(Chakraborty and Yoshida, 2016) and Edge-detectional 
DTW (Ito and Chakraborty, 2018) for improvement of 
computational cost of DTW without much sacrificing 
classification accuracy. 

In this section a brief description of a few representative 
popular similarity metrics, feature based representation of 
time series and classification techniques used in this work 
are presented. 

 
2.1 Similarity Metrics 
  In similarity based time series classification algorithms, 
the simplest measure is Euclidean distance, but it cannot be 
used for unequal time series. The most popular elastic 
similarity measure is Dynamic Time Warping. 
  
2.1.1 Euclidean Distance 
  Euclidean distance is the simplest similarity measure that 
defined as below for two same length time series 𝑋𝑋 =
{𝑥𝑥𝑖𝑖|0 ≤ 𝑖𝑖 ≤ 𝑛𝑛}  and 𝑌𝑌 = {𝑥𝑥𝑖𝑖|0 ≤ 𝑖𝑖 ≤ 𝑛𝑛} . 𝑂𝑂(𝑛𝑛)  is the 
order of computational complexity for the time series length 
𝑛𝑛.  

2.1.2 Dynamic Time Warping 
  Dynamic Time Warping (DTW) (Sakoe and Chiba, 1978) 
is the most popular time series similarity measure. It 
computes the shortest matching path of two sequences, as 
shown in Fig. 1, while finding corresponding segment of 
one side to another side with a (𝑚𝑚 + 1) × (𝑛𝑛 + 1)  cost 
matrix for X = {𝑥𝑥𝑖𝑖|0 ≤ 𝑖𝑖 ≤ 𝑚𝑚}  and Y = {𝑦𝑦𝑖𝑖|0 ≤ 𝑖𝑖 ≤ 𝑛𝑛} . 
The cost matrix 𝐷𝐷 is computed with following procedure: 

Fig. 1. Illustration of matching two time series with 
Dynamic Time Warping 

 
2.2 Time Series Feature Extraction 
  In this section, some feature extraction methods for time 
series are introduced. 
 
2.2.1 Time Series Bag of Features 
  Time Series Bag of Features (TSBF) (Baydogan et al., 
2013) is a feature extraction method for time series like bag-
of-words in case of natural language processing. It considers 
a local segment of time series as a codeword, and counts 
that in a time series, then represents the time series as a 
histogram of codewords. 
 
2.2.2 Shapelet 
  Shapelet (Ye et al., 2010) is a feature extraction method 
which finds the subsequence within a time series that takes 
maximum information gain to represent the class, usually 
used with the decision tree whether the time series includes 
the shapelet or not. Let 𝑇𝑇 =  𝑡𝑡1, … , 𝑡𝑡𝑚𝑚  be a time series, 
𝑆𝑆𝑇𝑇𝑙𝑙 = {{𝑡𝑡𝑝𝑝, … , 𝑡𝑡𝑝𝑝+𝑙𝑙−1}|1 ≤ 𝑝𝑝 ≤ 𝑚𝑚 − 𝑙𝑙 + 1}  be a set of all 
subsequences of length 𝑙𝑙  extracted from 𝑇𝑇,𝑑𝑑∗(𝑇𝑇, 𝑆𝑆) =
min(𝑑𝑑(𝑆𝑆, 𝑆𝑆∗ ∈ 𝑆𝑆𝑇𝑇

[𝑆𝑆})) be a distance from the time series 𝑇𝑇 
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to the subsequence 𝑆𝑆 . For a shapelet candidate 𝑆𝑆  of a 
dataset 𝐷𝐷  which consists of two classes, a distance 
threshold, Optimal Split Point (OSP), is found to split a 
dataset 𝐷𝐷 into 𝐷𝐷1 and 𝐷𝐷2, such that; Equation (2) for any 
other threshold 𝑑𝑑𝑡𝑡ℎ∗ , a shapelet 𝜆𝜆(𝐷𝐷) is defined with its 
corresponding OSP, Equation (3) for any other subsequence 
𝑆𝑆 , where 𝐺𝐺𝐺𝐺𝑖𝑖𝑛𝑛(𝑠𝑠𝑝𝑝)  is an information gain. Searching a 
shapelet is performed by the brute-force algorithm, with the 
theoretical worst-case complexity is 𝑂𝑂(𝑚𝑚4) on the length 
of time series. 
 
2.3 Time Series Classification 

In this section, some time series classification methods 
used in this work have been introduced. 
 
2.3.1 Residual Network 

Residual Network (ResNet) (He et al., 2016) is a kind of 
deep convolutional neural network that enabled to learn 
many layers (more than 10 or 100 layers). Layers of plain 
networks approximate the function 𝐻𝐻(𝑥𝑥) , but that of 
ResNet approximate 𝐹𝐹 = 𝐻𝐻(𝑥𝑥) − 𝑥𝑥  where 𝑥𝑥  denotes the 
inputs to the first of these layers. In order to identify residual 
function 𝐹𝐹  as original function  𝐹𝐹 + 𝑥𝑥 , connecting the 
inputs to the outputs by shortcuts. In the simulation 
experiments, the ResNet architecture of Hassan, et al 
(Fawaz et al., 2019), shown in Fig. 2 is used. The paper 
"strongly suggests to use ResNet instead of any other deep 

Fig. 2. Illustration of ResNet architecture 

learning algorithm - it is the most accurate one with similar 
runtime to FCN (the second most accurate DNN)." (Fawaz 
et al., 2019) FCN is Fully Convolutional Neural Networks. 
 
2.3.2 k-Nearest Neighbor 

k-Nearest Neighbor (k-NN) (Bishop, 1995) is one of the 
most basic classification method that decides the class of the 
data by majority classes of 𝑘𝑘 of the closest training samples. 
Distance metrics are used with this classifier to measure the 
distance between the given data and training samples. The 
number of 𝑘𝑘 should be odd number of greater than or equal 
to one, specifically in case of 𝑘𝑘 = 1, it is called Nearest 
Neighbor or 1-NN. 
 
3. PROPOSED TRANSFORMATIONS FOR 

TSC 
 

Time series has variety of characteristics such as 
elasticity and periodicity, and most of those are expressed 
as geometric features on the plot. In this work, two new 
shape based transformation technique of time series for 
similarity based classification have been proposed. These 
are named as Fold Count (FC) and Time Axis Area (TAA), 
basically an improvement of Fold Count that considers 
elasticity, periodicity an unequal length of time series for 
similarity calculation and also resembles shapelet, a feature 
extraction method. All of them take four parameters, 
original time series (𝑇𝑇), its lower and upper limit of values 
(L and U) and 𝑛𝑛, an user defined parameter that represents 
the number of divisions or folding between L and U. The 
algorithms are described below successively. 
 
3.1 Fold Count 

Fold Count (Ito and Chakraborty, 2019) is a time series 
transformation method that counts the overlaps of time 
series values along the time, while the time series is 
approximated as a line plot. The concept is illustrated in Fig. 
3. The folding values 𝑃𝑃  are computed by user chosen 
parameter 𝑛𝑛 ∈ 𝑁𝑁 according to the following equation. 

For the time series 𝑇𝑇 = 𝑡𝑡1, … , 𝑡𝑡𝑚𝑚 , foldings between 𝑡𝑡𝑖𝑖 
and 𝑡𝑡𝑖𝑖+1 are counted for all time intervals to the end of the 
time series; for all 𝑝𝑝 ∈  P(n, L, U). Fold Count 
dissimilarity is defined as sum of differences of 𝐹𝐹𝐹𝐹(𝑝𝑝) for 
all 𝑝𝑝  for two time series. The pseudo code is shown in 
Algorithm 1 and Algorithm 2. 
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Fig. 3. Illustration of Fold Count Dissimilarity Algorithm (H. and B., 2019) 
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3.2 Time Axis Area 
Time Axis Area (TAA) (Ito and Chakraborty, 2019) is a 

modification of Fold Count algorithm which adds the 
concept of elasticity in FC. Time Axis Area is the area 
bounded by the time series if the number of folding 
positions 𝑛𝑛 is taken as infinity. The pseudo code is shown 
in Algorithm 3. 
 
4. SIMULATION EXPERIMENTS AND 

RESULTS 
 

In this section simulation experiments and results with 
benchmark data sets for evaluation of the efficiency of the 
proposed technique have been presented. 
 
4.1 Simulation Experiments and Data sets 

Simulation experiments have been done to compare the 
performance of proposed transformations compared to raw 
time series for time series classification problems. The 
performance of nearest neighbor classifier (1NN) with 
proposed FC and TAA, 1NN-FC and 1NN-TAA, is 
compared with ResNet and 1NN-DTW by simulation. 88 
benchmark datasets of UCR Time Series Classification 
Archive 2018 (Dau et al., 2019) shown in Table 4 are used 
for simulation experiments. Each dataset is already split into 
training samples and test samples, thus each classifier is 
trained with all training samples, then classified with all test 
samples. 

The parameters of FC and TAA are as follows; the lower 
L and the upper U bounds are minimum value and 
maximum value of the training samples; the number of 
folding positions 𝑛𝑛 is 128. For ResNet, the architecture of 
the model resembles the model as in He et al. (2016), the 
batch size is 64, 300 epochs learning have done, and the 
simulation experiment is repeated for ten times, the results 
in the tables are medians of all simulation results. 

The simulation experiments have been performed on all 
thread of Intel Core i7-6700 CPU (3.40GHz) with Ubuntu 
18.04, and NVIDA GeForce GTX970 have used for training 
ResNet. The experimental program has been implemented 
by Python 3 and Keras for ResNet, C ++ for 1NN-DTW, 
1NN-FC and 1NN-TAA. 
 
4.2 Simulation Results and Discussion 

All simulation results are shown in Table 5, classification 
accuracies and computational times for classification of 
proposed methods as well as DTW-1NN and ResNet with 
raw time series for all the 88 datasets have been presented. 
The computational time shown in the table is in 
milliseconds. From the experimental results, it is seen that 
classification accuracies with ResNet are almost always 
better than other methods, but simpler algorithms like 1NN-
based classifiers are better for some datasets that have few 
training samples, such as DiatomSizeReduction and Fungi. 
It is to be noted that data augmentation or fine tuning are 
required for deep neural model if there is only few training 
samples. 

But the computational times are widely different between 
the classification results of ResNet and 1NN-based 
classifiers. Especially, FC and TAA based approaches are 
much faster to use in real-time situation compared to ResNet 
or DTW based classifier. Each method's results have also 
been compared using the Wilcoxon signed-rank two-sided 
test (Wilcoxon, 1945) in Table 1 and Table 2. Wilcoxon 
signed-rank test is a non-parametric statistical hypothesis 
test to compare two related samples for check whether there 
is any difference between the two samples. For instance, the 
null hypothesis "there is no difference between 1NN-FC and 
1NN-TAA for classification accuracy" cannot be reject in 
significant level 1% < 17.8%. Other pairs are less than 1%, 
that is, there are significant differences for classification 
accuracy and predict time. 

Fig. 4. Box-plot of classification accuracies
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Fig. 5. Box-plot of prediction time 
 

Table 1. Wilcoxon signed-rank test's 𝑝𝑝 values of 
classification accuracies 

 
 

Table 2. Wilcoxon signed-rank test's 𝑝𝑝 values of 
computational times 

 
 
From the comparative study it is found that on the average 

of 88 data sets, ResNet achieves quite higher classification 
accuracy compared to our proposed technique though it is 
seen to be comparable to 1NN-DTW. Table 3 represents 20 
data sets for which the classification accuracy difference 
computed by ResNet and 1NN-FC (proposed technique) is 
not very large. The negative values indicate 1NN-FC is 
better. It is noted from the description of those data sets that 
in most of them, the shape of the time series plays critical 
role in classifying the time series. So for shorter time series, 
time series having characteristic shape and in case of 
smaller number of training samples, the proposed technique 
can have better effect in classification task. 

In the proposed approach, raw time series is transformed 
into FC and TAA, but effects of preprocessing are not 
verified. Therefore, further modification or preprocessing of 
the algorithm can possibly improve performance. Regarding 
interpretability of an algorithm, the proposed technique is 
interpretable and can be applied efficiently to a particular 
class of time series data sets in contrast to ResNet or any 
deep network based algorithm in which the correlation 
between the algorithm and the data set cannot be assessed. 

 
Table 3. Accuracy differences (ResNet -1NN-FC) 
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Table 4. Overview of datasets
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Table 5. Overview of datasets (Continued) 
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Table 6. Experimental results 
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Table 7. Experimental results (Continued) 

 
 

5. CONCLUSION 
 

In this work, a hybrid feature based and similarity based 
time series classification approach is proposed and its 
performance compared to the most popular (DTW-kNN) 
and recent deep network based (ResNet) algorithms have 
been investigated. The proposed approach is very fast with 
moderate classification accuracy and can be implemented 
for real life applications in resource constrained platforms. 
With the recent increase of sensor technologies and 
smartphone platforms, many smartphone based health care 
applications are developing. Those applications require low 
computational cost and resources for their implementation. 
The proposed approach of time series classification is low 
cost and suitable for such applications. 

The comparative study with benchmark data sets also 
shows that for some of the data sets, the classification 
accuracy of the proposed approach is not statistically very 
different from DTW-kNN while computational cost is far 
less. Though the classification accuracy of the proposed 
approach on the average is quite poor compared to ResNet 
but implementation of ResNet is restricted to high 
computational resources and large number of training 

samples. Also the black box nature of ResNet hinders the 
interpretability of the classification process while it is easier 
to find out the characteristics of the applicable data sets with 
our proposed approach. We have not experimented with 
ensemble classifier due to their high computational burden. 
As our proposed approach seems to be quite fast and 
interpretable, it can be used for many practical applications 
where light computational burden is the primary criterion. 
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	1. INTRODUCTION

	Time series is a sequence of data that describes the change of the observed phenomenon over time. Due to increased use of sensors, the improvement of computation power and decreased cost of storage, enormous temporal data are collected and stored from...
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	2.1.2 Dynamic Time Warping

	Dynamic Time Warping (DTW) (Sakoe and Chiba, 1978)
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	In this section, some time series classification methods used in this work have been introduced.
	2.3.1 Residual Network
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	Fig. 2. Illustration of ResNet architecture
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	4. Simulation Experiments and Results

	In this section simulation experiments and results with benchmark data sets for evaluation of the efficiency of the proposed technique have been presented.
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