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ABSTRACT 

Many people go sightseeing based on the information available on tourism websites. 
There is much information available for famous tourist destinations and little information 
for unknown tourist destinations. In particular, for foreign travelers, it is difficult to find 
their favorite tourist destinations, so we proposed a personal adaptive tourism 
recommendation system in former research. During the system development, the method 
of tourism feature extraction is a key issue. Via a questionnaire, we showed the 
importance of photo information on tourism websites. As the first step of the tourism 
feature extraction of photos on tourism websites, we propose two methods of analysis: 
color analysis and image recognition. Comparing the two methods through experiments, 
we confirmed that each method had different characteristics and the combination of these 
methods exhibited the best accuracy in distinguishing between the ratio of artificial and 
natural objects in the photos. 

Keywords: Feature extraction, Tourism websites, Color analysis, Image recognition, 
Tourism recommendation system. 

1. INTRODUCTION

In recent years, the number of people traveling from Japan to foreign countries has
significantly increased (JTB tourism research & consulting, 2020). In particular, the 
number of people traveling on foreign independent traveler (FITs) exceeds the number 
of package tourists (Japanese travel trade news (Official), 2017). FIT travelers often find 
tourist attractions tailored to their interests and make travel plans themselves. Tourism 
websites play an important role in this trend because they often provide comprehensive 
and credible information on tourism. However, information on these websites is generic, 
and it is difficult to obtain useful information from tourism websites with high efficiency. 
Recently, tourism websites and social network services have started to provide various 
modalities of tourism information, and internet data mining is one of the most common 
methods of tourism analysis. Compared with social network services providing 
streamlined information, tourism websites usually gather larger amount of more diverse 
information, including formal introductions, comments from tourists, and photos. 

For example, TripAdvisor is the most popular website for Japanese independent 
travelers to obtain tourist information when traveling abroad. This website contains a 
large amount of tourist information, including details of hotel accommodation and 
restaurants, and the descriptions and rankings of major attractions in local areas. A large 
amount of information often means that the classification of tourist attractions is general 
and has not been subdivided. Furthermore, in the case of less famous areas, the 
information described in Japanese is not sufficient. Therefore, it is difficult for Japanese 
FIT travelers to find tourist attractions suited to their interests in less famous areas. 

The aim of this study is to develop a personal adaptive tourism recommendation 
system (PATRS) for solving the above problems. The remainder of this paper organized 
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as follows. We discuss on the related works in section 2, and 
explain the concept of PATRS in section 3. In the system 
development, the method of tourism feature extraction is a 
crucial issue. Using questionnaire results shown in section 
4, we confirm the importance of photo information on 
tourism websites for foreign tourists. As the first step of the 
tourism feature extraction of photos on tourism websites, we 
propose two methods to distinguish the ratio of artificial and 
natural objects in the photos in section 5. Section 6 presents 
the experimental results to compare the two methods as well 
as discussion. We conclude the paper in section 7. 

2. RELATED WORK

Several researchers have used computer data mining
technology to solve a number of problems in the 
development of tourism, including the discovery and 
classification of points of interest (POIs) (Bao, 2021; Maeda 
et al., 2018). Bao (2021) proposes an architecture using 
machine learning that can be used to identify the semantic 
structure of tourist information in websites and thus extract 
feature. Some researchers have used social network services, 
such as Twitter or Flickr, to find and classify POIs. Maeda 
et al. (2018) proposed a method for extracting tourist 
attraction locations by analyzing the data obtained from 
Twitter and Foursquare. They evaluated the attractiveness 
and originality of each location based on TF-IDF (Term 
frequency, Inverse document frequency). They successfully 
extracted POIs with both high attractiveness and high 
originality and considered them locations of tourist 
attractions. Their study contributed to the location 
extraction of high-quality POIs, but the features of those 
POIs were not extracted and classified. 

Photo analysis has also received increased attention in the 
field of tourism analysis (Zhang and Dong, 2021; 
Taecharungroj and Mathayomchan, 2020; Cao et al., 2010; 
Chen et al., 2009; Wang et al., 2020; Samany, 2019). Zhang 
and Dong (2021) used data mining technology to analyze 
the image monitoring and management of famous tourist 
destinations. Taecharungroj and Mathayomchan (2020) 
detected the label and extracted the topic from photos by 
using Google Cloud Vision. Cao et al. (2010) clustered the 
photos based on the location information and selected the 
most representative photo and tags from each cluster to 
recommend locations according to the travelers' needs. 
Chen et al. (2009) analyzed the similar features from a large 
number of photographs and outlines the features to generate 
icons of tourist spots. Wang et al. (2020) used artificial 
intelligence (AI) to recognize traveling photos, and classify 
the photos by travel scenes. Samany (2019) also used 
location data to extract the landmark. These studies 
achieved the tourism resources classification globally based 
on a large number of photos, but they remain unavailable 
for the feature extraction and classification of a local and 
specific area. 

Moreover, there are many studies focused on the photos 
taken by tourists (Zhang et al., 2019; Yang et al., 2017; Sun 
et al., 2019; Giglio et al., 2019). Zhang et al. (2019) 
identified scenes from tourists' photos and compared the 
behaviors and perceptions of tourists from different 
continents and countries. Yang et al. (2017) collected geo-
tagged photos from Flickr and extracted tourists' trajectories 
to detect tourist mobility patterns. Sun et al. (2019) 
developed a personalized recommendation method to 
provide attraction recommendations that match users' 
preferences by using the geo-tagged photo collection from 
Flickr. Giglio et al. (2019) collected photos posted on Flickr 
and analyzed their contents. Their study extracted the 
photographed subject by using image analysis successfully, 
but it aimed to investigate tourist behavior for identifying 
the attractiveness of POIs and not for extracting and 
classifying the tourism features. 

Although various methods for discovering and 
classifying POIs have been developed, methods for 
extracting and classifying the tourism features from tourism 
websites to be able to adopt on the tourism recommendation 
system have not been reported. In our previous study, we 
proposed a method for extracting general feature words for 
POIs specifically for Japanese FIT travelers, using 
comments from a major tourism website (Li et al., 2019). 
We collected comments on POIs and extracted their features 
by using two methods for extracting feature words: counting 
word frequency (WF) and calculating the score (SC) using 
TF-IDF. The results of the experiments confirmed that the 
SC method could be effective in the analysis of several 
comments, and the WF method has potential in the case of 
few comments in less well-known tourism areas. However, 
we did not consider the use of photo information on tourism 
websites. 

3. PERSONAL ADAPTIVE TOURISM
RECOMMENDATION SYSTEM (PATRS)

Fig. 1 shows the concept of PATRS. Travelers input the
travel area and their purpose and experience to the system, 
and the input processing module generates keywords and 
conditions from the input data and retrieves the POI 
database (DB). The POI DB stores the characteristics data 
provided by the POI characteristics analyzing module, 
which analyzes comment data and photo data on tourism 
websites for each POI in the user traveling area. The system 
sends some POI candidates to the adaptation calculation 
module, and the priority level of recommendation of POI 
each candidate is calculated. The system sends the result to 
the visualization module and displays the results to the users 
through a human interface, such as a map style. The focus 
area of this study is the POI characteristics analyzing 
module. For the construction of the POI characteristics 
analyzing module, we focus on the tourism feature 
extraction and classification of POI. This study can be 
beneficial by attaching the features to the POIs and making 
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Fig. 1. The concept of PATRS and focus area of this study 

it easier for the tourists to find the POIs suitable to their 
interest. 

4. IMPORTANCE OF PHOTO
INFORMATION ON A TOURISM
WEBSITE

Travelers generally obtain information about the POIs
from tourism magazines and websites. The POI information 
from such media is limited, and it may not be entirely 
correct or fair because the media often provide biased 
information contributed by writers and editors of media 
companies. Therefore, we propose the use of photos and 
comments collected from tourism websites or social 
network services (SNSs) and attempt to extract the features 
of POIs. Although the original languages of most of the 
comments are not Japanese, the website prepared Japanese 
version of the comments through machine translation. We 
assumed that the comments written correctly and fairly 
written by general tourists who actually went to the POIs. 

To investigate the effectiveness of the tourism 
information provided on the tourism information website 
and the translation accuracy of translated Japanese 
comments, we conducted a survey. A totally of 25 
respondents whose native language was Japanese were 
interviewed for this survey. All respondents were over 
twenty years of age. A totally of ten POIs were randomly 
selected in a less famous tourist area with one translated 
Japanese comment for each POI. We provided the basic 
information and comment of each POI to the respondents to 
read and to answer the following questions: Is the text 
strange? Is the meaning of the translation understandable? 
Is the translation helpful for the trip? Do they want to visit 
the tourist spot? Then we presented a photo for each POI 
with the same information and translated comment, and the 
same questions. We collected the answers and divided into 
eight groups according to the questions and the presence of 
photos. Each group consisted of 250 answers. Fig. 2 to Fig. 
5 show the survey results of each group. 

Fig. 2. Survey results of “Is the text strange?” 
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Fig. 3. Survey results of “Is the meaning of the translation understandable?” 

Fig. 4. Survey results of “Do you want to visit the tourist spot?” 

Fig. 5. Survey results of “Is the translation helpful for the trip?” 
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Through the survey results, we found that inaccurate 
translation of the comments might give the respondents a 
negative impression of the tourist spots. For the questions 
without photos, a high proportion of negative answers was 
received (e.g., the text is quite strange and not 
understandable and not want to visit). However, compared 
with the questions without photos, the number of negative 
answers to the questions with photos reduced. In other 
words, the negative impression reduced by presenting the 
photos, although the translations were strange and difficult 
to understand. The respondents could understand the 
meaning of the strange translation, and they became wanted 
to visit. From this survey, we confirmed the limitation of 
analyzing only comments and the importance of photos for 
the tourism recommendations. 

5. FEATURE EXTRACTION METHODS OF
PHOTOS ON TOURISM WEBSITES

The purpose of this paper is to find a way to extract the
characteristics of tourism destinations. And then, it will be 
useful to search for nature or artificial tourism spots 
according their preference. This study aims to investigate 
the optimal feature extraction method of the photos on 
tourism websites. In order to implement in the tourism 
recommendation system, we need an easy method of 
processing small amounts of data for the tourism feature 
extraction of photos posted on the tourism website. 
Generally, tourism purposes are divided into two types: 
nature observation and visits to man-made objects such as 
buildings and museums. This is often considered as 
different and comparable categories for offering as 
attraction (Tourism Management Tutorial, 2021). We 
thought it would be convenient for tourists to know whether 
the photos of tourist spots are for nature observation or for 
visiting artificial objects, and it is important to know the 
ratio from the photos of tourist spots. Thus, distinguishing 
the natural and artificial feature is expected to help tourists 
find favorite tourist destinations more efficient. In this paper, 
we propose two methods for distinguishing the ratio of 
artificial and natural objects in the photos on tourism 
websites as the first phase. 

5.1 Color Analysis Method 
We considered using the color analysis method to 

distinguish the ratio of natural and artificial objects for each 
photo. Color analysis is an important method in image 
classification and is widely used in many fields for 
identification and classification (Gowda and Yuan, 2018; 
Bambil et al., 2020; Akhloufi et al., 2008; Milotta et al., 
2018; Szummer and Picard, 1998; Vailaya et al., 2001). In 
addition, Tominaga (1992) reported the possibility of color 
analysis in the classification of natural images.  

In this study, we selected the RGB color model based on 
its superior performance over other color models (Akhloufi 
et al., 2007). Each photo contains several colors of the RGB 

components corresponding to the red, green, and blue image 
components. In this study, we extracted the colors from a 
photo, and separated each color into its RGB components. 
Table 1 shows the extracted results of colors and their RGB 
components from a specific photo. The photo includes 12 
colors, corresponding to the color codes from #2040C0 to 
#200000, and the ratios of the colors in this photo are from 
95% to 13%, respectively. We can extract the RGB 
components of each color as well. 

Table 1. Example of extracted color components 
% Color code R* G* B* 
95 #2040C0 32 64 192 
76 #2040A0 32 64 160 
36 #202020 32 32 32 
31 #402020 64 32 32 
27 #404040 64 64 64 
23 #604040 96 64 64 
22 #404060 64 64 96 
19 #604060 96 64 96 
18 #402040 64 32 64 
15 # 000000 0 0 0 
13 # 200000 32 0 0 

*The R, G and B represent the brightness level of the R (red),
G (green) and B (blue), represented by 0-256 (8 bits).

In color analysis, the hue, brightness, and contrast are 
essential characteristics. We selected to use hue to 
discriminate whether the composition of the photo is 
artificial or natural. To investigate whether a color 
represents artificial or natural composition, we focused on 
the RGB components of each color. We changed the 
combination of red (R), green (G), and blue (B), and found 
that Formula (1) was capable of distinguishing between the 
ratio of artificial and natural objects (Sasaki et al., 2019). 
𝐻𝐻𝐻𝐻 = 3𝑅𝑅 − (𝐺𝐺 + 2𝐵𝐵)        (1) 

We summarized the RGB components, calculated the Hu 
for each color, and assessed whether the color produced was 
artificial or natural. We also found the relationship between 
Hu and the artificial and natural image components, shown 
in Formulas (2) and (3), respectively. 
𝐻𝐻𝐻𝐻 = 3𝑅𝑅 − (𝐺𝐺 + 2𝐵𝐵) ≥ 0 (2) 
the color is artificial, 
𝐻𝐻𝐻𝐻 = 3𝑅𝑅 − (𝐺𝐺 + 2𝐵𝐵) < 0 (3) 
the color is natural. 

According to the values of Hu, we could obtain the 
constitution of artificial and natural components of the 
photos. In this study, we focused our analysis on the 
artificial ratio in each photo. We defined “Ra” (artificial 
probability) as shown in Formula (4). In Formula (4), “i” 
means the number of color components in a photo, and “Rco” 
means the ratio in the photo of each color component. “Ju” 
refers a variable as a basis for assessing whether the color is 
artificial or natural for each color component, if the color is 
artificial, Ju is “1”, and if the color is natural, Ju is “0”. 
𝑅𝑅𝑅𝑅 =  ∑  ( 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖 × 𝐽𝐽𝐽𝐽𝑖𝑖 )

∑𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖
 ×  100% (4)
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Table 2. Example of the calculation by color analysis on hue and the artificial ratio 
Color Code Rco (%) R G B Hu Ju 
# 2040C0 95 32 64 192 -352 0 
# 2040A0 76 32 64 160 -288 0 
# 202020 36 32 32 32 0 1 
# 402020 31 64 32 32 96 1 
# 404040 27 64 64 64 0 1 
# 604040 23 96 64 64 96 1 
# 404060 22 64 64 96 -64 0 
# 604060 19 96 64 96 32 1 
# 402040 18 64 32 64 32 1 
# 000000 15 0 0 0 0 1 
# 200000 13 32 0 0 96 1 
# 606060 13 96 96 96 0 1 

388 50% 

Fig. 6. Example of photographic subject extraction 

Table 2 shows an example of the calculation results on 
the same photo shown in Table 1. In this table, the 50% of 
“Ju” means 50% of this photo is artificial. 

5.2 Image Recognition Method 
We used the image recognition method provided by 

Google Cloud Vision for extracting photographic subjects. 
Google Cloud Vision is a recent technology that enables the 
extraction of information from visual images and has been 
used in many recent studies (Taecharungroj and 
Mathayomchan, 2020; Hosseini et al., 2017; Mulfari et al., 
2016; Bisong, 2019; Richards and Tunçer, 2018; Khalil 
Maad et al., 2020). However, there is no report on the usage 
of Google Cloud Vision for photos on tourism websites. 
Therefore, this is a new application idea for the Google 
Cloud Vision used in tourism analysis in this study. The 
Google Cloud Vision API (Application Programing 
Interface) is designed to help developers integrate vision 
detection features by machine learning and to efficiently 
obtain labels for the photograph subjects. 

Fig. 6 shows an example of the subject extraction using 
the Google Cloud Vision API. According to the API 
specifications, a maximum of 10 labels can be extracted for 
each photo (some labels may not be available if the contents 
of the images are unclear). The "topicality" of each label is 
a score that refers to the relevance of the image content 
annotation label to the image. From these labels and their 
topicality, we can see the photographic objects and their 
weight in the photo. 

The extracted results often include subjects unrelated to 
tourism. To calculate the artificial ratio of the photos, we 
filtered the labels in advance, distinguishing the artificial 
subject words, non-artificial subject words, and other words 
that are neither artificial nor non-artificial. Excepting the 
"other words", we used only the topicality of artificial and 
non-artificial subjects as the weights in the calculation.  

Formula (5) expresses the method used to calculate the 
artificial ratio of a photo by means of the label analysis. We 
named it Ra' to distinguish it from the artificial ratio 
calculated by the color analysis. Wai and Wni indicate the 
weights of artificial and non-artificial components, 
respectively, for each subject. Table 3 shows an example of 
the artificial ratio calculation. Finally, the Ra’ of this photo 
was 74.7%, which means 74% of this photo is artificial. 
𝑅𝑅𝑎𝑎′ =  ∑𝑊𝑊𝑎𝑎𝑖𝑖

∑𝑊𝑊𝑊𝑊𝑖𝑖+ ∑𝑊𝑊𝑊𝑊𝑖𝑖
×  100% (5) 

Table 3. Example of the calculation by image recognition 
of the artificial ratio 

Subject Artificial Non-Artificial 
Landmark 0.961 0 

Sky 0 0.934 
Architecture 0.905 0 

Building 0.894 0 
Total Weight 2.76 0.934 

Ratio 74.7% 25.2% 
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6. EXPERIMENTS

To test the feasibility of the proposed methods, we
conducted experiment in three types of tourism areas. This 
section presents the experimental process and results, and 
compare the two methods as well as discussion. 

6.1 Experimental Conditions 
Table 4 shows the conditions of the experiments. We 

selected "TripAdvisor Japan", the most popular tourism 
website in Japan, and three target analysis areas. Area "S" is 
St. Petersburg in Russia as a major sightseeing area, area 
"G" is Graz in Austria as an intermediately famous 
sightseeing area, and area "L" is Lappeenranta in Finland as 
a not famous area. We selected 1 photo each from the 1st to 
15th recommended POIs in each tourism area, and the total 
number of photos was 45. Fig. 7 to Fig. 9 show the analysis 
of the target photos for each area. 

Table 4. Experimental conditions. 
No. Item Content Reference 

1 Tourism Web 
site TripAdvisor Japan https://www.tripadvisor.jp/ 

2 Target area 
for analysis 

St. Petersburg (Russia): area “S” Famous sightseeing area 
Graz (Austria): area “G” Intermediately famous sightseeing area 

Lappeenranta (Finland): area “L” Not famous sightseeing area 

3 
Target 

analysis 
photo 

Top 15 POIs in each tourism area 
recommended by the tourism Web site. 

Total number of photos is 45. 

Fig. 7. The target analysis photos for area “S” 

Fig. 8. The target analysis photos for area “G” 
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Fig. 9. The target analysis photos for area “L” 

Table 5. Artificial ratio extracted results in each area 
(Ra: by color analysis, Ra': by image recognition.) 

POI Ra Ra' POI Ra Ra' POI Ra Ra' 
S1 50% 75% G1 100% 100% L1 65% 56% 
S2 100% 74% G2 81% 39% L2 60% 0% 
S3 91% 100% G3 91% 0% L3 64% 82% 
S4 41% 80% G4 89% 71% L4 77% 88% 
S5 63% 58% G5 65% 74% L5 37% 100% 
S6 39% 89% G6 70% 62% L6 51% 77% 
S7 47% 100% G7 92% 100% L7 100% 100% 
S8 45% 100% G8 100% 100% L8 72% 78% 
S9 100% 100% G9 49% 100% L9 58% 88% 

S10 86% 85% G10 100% 100% L10 94% 100% 
S11 70% 83% G11 81% 67% L11 42% 38% 
S12 24% 38% G12 67% 100% L12 100% 100% 
S13 100% 100% G13 100% 100% L13 27% 100% 
S14 85% 100% G14 97% 100% L14 22% 78% 
S15 100% 100% G15 80% 62% L15 37% 91% 

*POI: Pont of interest

6.2 Comparison of the Experimental Results on 
Color Analysis and Image Recognition 

To test the feasibility of the proposed method, we 
extracted the artificial ratio for each target analysis photo 
using the two proposed methods. The extraction results, Ra 
by color analysis and Ra' by image recognition, for each 
analysis area, “S”, “G”, and “L”, are shown in Table 5. 

To compare the two proposed methods intuitively, we 
calculated the difference between Ra and Ra', as shown in 
Fig. 10. There are a totally of 45 photos. Nine photos (G1, 
G10, G13, G8, L12, L7, S13, S15, S9) have the same values 

of Ra and Ra'. Twelve photos (G3, L3, G2, S2, G15, G4, 
G11, L1, S5, L11, S11, S10) have values where Ra is larger 
than Ra', and twenty four photos (G6, G14, L8, L10, G7, G5, 
S3, L4, S12, S14, L3, S1, L9, G12, S4, L6, S6, G9, S7, L15, 
S8, L14, L5, L13) have values where Ra' is larger than Ra. 

From the comparison, we can conclude that the results of 
the artificial ratio extracted using the two methods are very 
different; they even appear to have opposite results. 
Accordingly, we considered that these two proposed 
methods (color analysis and image recognition) had a 
different emphasis, which created apparent differences 
between them and the actual situation. 
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Fig. 10. Difference between Ra and Ra' 

Table 6. Suitable conditions for proposed methods 
Pattern Color analysis Image recognition 

Indoor Available with good 
performance 

Available with good 
performance 

Outdoor 

Telephoto Available Unavailable 

Appearance 
of Artifact 

Natural Color Unavailable Available 
Glass Surface Available Unavailable 
Special Shape Available Unavailable 

Weather 
Clear Day 

Available, 
but strengthen the 
presence of sky 

Available, 
but weaken the presence of 

sky 
Cloudy, Rainy Available Available 

Snowy Unavailable Available 

6.3 Discussion 

6.3.1 Limitations and Characteristics of the Two 
Methods 

Through the experiment, we confirmed the respective 
limitations and characteristics of these two methods. The 
characteristics are the complementarity of the two proposed 
methods; for some patterns, the proposed methods have 
strengths and limitations. Table 6 summarizes the suitable 
conditions for each proposed method based on their 
respective strengths and limitations. 

In particular, we obtained the following: 
1. For the photos taken indoor, both methods work well.
2. Image recognition method is less appropriate at

recognizing telephotographic subjects taken from a
distance. In contrast, the color analysis method is
unaffected by distance.

3. The artificial objects' appearance had a significant
impact on the analysis of the artificial ratio.

a. If there is a pated building with a natural color (e.g.,
L13 and G5), the color analysis method could not
extract the artificial ratio correctly; however, the image
recognition method was unaffected and could
compensate for this defect.

b. The appearance of the artificial objects influence to
both methods. If the surface of a building was
reflective (e.g., S7), the extracted result was
determined based on the reflected objects.

c. For some unusual photographic subjects, such as
sculptures in special shape, a misunderstanding may
occur, such as the animal sculptures in G5.

4. The weather condition additionally affected the
analysis of the artificial ratio.

a. For color analysis, because blue sky is included in a
natural object, the ratio of artificial objects reduced. In
contrast, the image recognition method ignored the
ratio of blue sky and the ratio of the artificial objects
increased.

b. Cloudy, rainy, and snowy weather had a severe effect
on the color analysis result. However, the image
recognition method is not significantly affected.

6.3.2 Comparison of the Visual Evaluation of the 
Two Methods 

We conducted a visual evaluation of all photos (Figs. 7, 
8, and 9), and the result was compared with each method. 
For comparison, we defined the visual value (expressed as 
Vv) as the average of artificial ratio on each photo. The 
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author of this paper evaluated the value visually. This visual 
value in the experiment correctly reflects the actual artificial 
ratios of photos. The concordance rates were defined as Cr 
in Formula (6), which shows the corresponding rates of the 
artificial ratio results in between Ra (or Ra') calculated by 
two different methods and Vv. 
𝐶𝐶𝐶𝐶 =  1

𝑛𝑛
∑ ( 1 −  𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖)𝑛𝑛
𝑖𝑖=1  (6) 

Here, n: number of POI (Point of Interest), 
𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖: difference between Ra (or Ra') and Vv. 

Table 7 shows the concordance rates of Ra and Vv and Ra’ 
and Vv. Each of the concordance rates were above 80%, 
which indicates that the methods were concordant with the 
visual evaluation result to a certain degree. In addition, the 
average values of Ra and Ra' were calculated and compared 
with the visual value Vv as shown in Table 7. From the 
evaluated results shown in Table 7, we confirmed that 
averaging the results of the two methods yielded the highest 
accuracy. Compared with each method of the color analysis 
or image recognition, the combined method using the 
average values of the two methods could reduce the 
differences caused by the different characteristics of each 
method. 

Table 7. Visual evaluation comparison results 
Concordance rates of Cr 

Ra (result of color analysis) and Vv 86% 
Ra’ (result of image recognition) and Vv 83% 
Average values (of Ra and Ra′) and Vv 93% 

7. CONCLUSION

This study aimed to develop a PATRS to support foreign
individual travelers (FIT) from Japan. Finding and 
classifying POIs are important steps for developing the 
target system, and feature extraction and classification are 
required. This paper described our method of extracting 
tourism features from the photos posted on tourism websites. 

In this study, we proposed two methods: the color 
analysis method and image recognition (feature words 
extraction) method. The experimental results of the 
comparison of the two methods confirmed that each method 
had different characteristics. By combining the two methods, 
we could obtain good results from the ratio of artificial and 
natural objects in the photos. 

In the future, we will consider combining the proposed 
methods with the feature extraction methods using 
comments on tourism websites and SNS (Social network 
service). Furthermore, we will construct more effective and 
useful feature extraction methods from both photos and 
comments. Subsequently, we will implement the method for 
the development of the PATRS. 

ACKNOWLEDGMENT 

We would like to thank JSPS KAKENHI Grant Number 
19K12582 for the support of this research. 

REFERENCES 

Akhloufi, M.A., Larbi, W.B., Maldague, X. 2007. 
Framework for color-texture classification in machine 
vision inspection of industrial products. In 2007 IEEE 
International Conference on Systems, Man and 
Cybernetics. 1067–1071. 

Akhloufi, M.A., Maldague, X., Larbi, W.B. 2008. A new 
Color-Texture approach for industrial products inspection. 
Journal of Multimedia, 3, 44–50. 

Bambil, D., Pistori, H., Bao, F., Weber, V., Alves, F.M., 
Gonçalves, E.G., Bortolotto, I.M. 2020. Plant species 
identification using color learning resources, shape, 
texture, through machine learning and artificial neural 
networks. Environment Systems and Decisions, 40, 480–
484. 

Bao, C. 2021. FPGA processor and visual keyword 
matching to optimize feature recognition of tourism 
resources. Microprocessors and Microsystems, 80, 1–5. 

Bisong, E. 2019. Google AutoML: cloud vision. Building 
Machine Learning and Deep Learning Models on Google 
Cloud Platform. Apress, Berkeley, CA. 581–598. 

Cao, L., Luo, J., Gallagher, A., Jin, X., Han, J., Huang, T.S. 
2010. A worldwide tourism recommendation system 
based on geo-tagged web photos. In 2010 IEEE 
International Conference on Acoustics, Speech and 
Signal Processing, 2274–2277. 

Chen, W.C., Battestini, A., Gelfand, N., Setlur, V. 2009. 
Visual summaries of popular landmarks from community 
photo collections. In 2009 Conference Record of the 
Forty-Third Asilomar Conference on Signals, Systems 
and Computers. 1248–1255. 

Giglio, S., Bertacchini, F., Bilotta, E., Pantano, P. 2019. 
Using social media to identify tourism attractiveness in 
six Italian cities. Tourism Management, 72, 306–312. 

Gowda, S.N., Yuan, C. 2018. ColorNet: Investigating the 
importance of color spaces for image classification. In 
Asian Conference on Computer Vision. 581–596.  

Hosseini, H., Xiao, B., Poovendran, R. 2017. Google's 
cloud vision api is not robust to noise. In 2017 16th IEEE 
International Conference on Machine Learning and 
Applications (ICMLA). 101–105. 

JTB tourism research & consulting, 2020. 
https://www.tourism.jp/en/ 

Japanese travel trade news [Official], 2017. 
https://www.travelvoice.jp/english/jtb-report-2017-
shows-fit-outnumbers-package-tours-in-the-overseas-
travel-market-of-japan/ 

Khalil, M.M., Adadurov, S.E., Mahmood, M.S. 2020. 
Mastering Google cloud: building the platform that 

https://www.tourism.jp/en/
https://www.travelvoice.jp/english/jtb-report-2017-shows-fit-outnumbers-package-tours-in-the-overseas-travel-market-of-japan/
https://www.travelvoice.jp/english/jtb-report-2017-shows-fit-outnumbers-package-tours-in-the-overseas-travel-market-of-japan/
https://www.travelvoice.jp/english/jtb-report-2017-shows-fit-outnumbers-package-tours-in-the-overseas-travel-market-of-japan/


International Journal of Applied Science and Engineering 

Sasaki et al., International Journal of Applied Science and Engineering, 18(5), 2021083 

https://doi.org/10.6703/IJASE.202109_18(5).002     11 

serves your needs. Models and Methods for Researching 
Information Systems in Transport. 41–46. 

Li, S., Sasaki, J., Gallego, C.P., Herrera-Viedma, E. 2019. 
Features words extraction methods of POI for Japanese 
FIT using comments in a tourism web site. International 
Conference on Information Modeling and Knowledge 
Bases. 488–500.  

Maeda, T.N., Yoshida, M., Toriumi, F., Ohashi, H. 2018. 
Extraction of tourist destinations and comparative 
analysis of preferences between foreign tourists and 
domestic tourists on the basis of geotagged social media 
data. ISPRS International Journal of Geo-Information, 7, 
1–19. 

Milotta, F.L.M., Tanasi, D., Stanco, F., Pasquale, S., Stella, 
G., Gueli, A.M. 2018. Automatic color classification via 
Munsell system for archaeology. Color Research & 
Application, 43, 929–938. 

Mulfari, D., Celesti, A., Fazio, M., Villari, M., Puliafito, A. 
2016. Using Google Cloud Vision in assistive technology 
scenarios. In 2016 IEEE Symposium on Computers and 
Communication (ISCC). 214–219. 

Richards, D.R., Tunçer, B. 2018. Using image recognition 
to automate assessment of cultural ecosystem services 
from social media photographs. Ecosystem Services, 31, 
318–325. 

Samany, N.N. 2019. Automatic landmark extraction from 
geo-tagged social media photos using deep neural 
network. Cities, 93, 1–12. 

Sasaki, J., Li, S., Herrera-Viedma, E. 2019. A classification 
method of photos in a tourism website by color analysis. 
In International Conference on Industrial, Engineering 
and Other Applications of Applied Intelligent Systems. 
265–278. 

Sun, X., Huang, Z., Peng, X., Chen, Y., Liu, Y. 2019. 
Building a model-based personalised recommendation 
approach for tourist attractions from geotagged social 
media data. International Journal of Digital Earth, 12, 
661–678. 

Szummer, M., Picard, R.W. 1998. Indoor-outdoor image 
classification. In Proceedings 1998 IEEE International 
Workshop on Content-Based Access of Image and Video 
Database. 42–51. 

Taecharungroj, V., Mathayomchan, B. 2020. The big picture 
of cities: Analysing Flickr photos of 222 cities 
worldwide. Cities, 102, 1–32. 

Tominaga, S. 1992. Color classification of natural color 
images. Color Research & Application, 17, 230–239. 

Tourism Management Tutorial, 2021. 
https://www.tutorialspoint.com/tourism_management/ 

Vailaya, A., Figueiredo, M.A., Jain, A.K., Zhang, H.J. 2001. 
Image classification for content-based indexing. IEEE 
Transactions on Image Processing, 10, 117–130. 

Wang, R., Luo, J., Huang, S.S. 2020. Developing an 
artificial intelligence framework for online destination 
image photos identification. Journal of Destination 
Marketing & Management, 18, 100512. 

Yang, L., Wu, L., Liu, Y., Kang, C. 2017. Quantifying tourist 
behavior patterns by travel motifs and geo-tagged photos 
from Flickr. ISPRS International Journal of Geo-
Information, 6, 1–18. 

Zhang, J., Dong, L. 2021. Image monitoring and 
management of hot tourism destination based on data 
mining technology in big data environment, 
Microprocessors and Microsystems, 80, 1–8. 

Zhang, K., Chen, Y., Li, C. 2019. Discovering the tourists' 
behaviors and perceptions in a tourism destination by 
analyzing photos' visual content with a computer deep 
learning model: The case of Beijing. Tourism 
Management, 75, 595–608. 


	Comparison of feature extraction methods by color analysis and image recognition for photos on tourism websites
	ABSTRACT
	1. INTRODUCTION

	as follows. We discuss on the related works in section 2, and explain the concept of PATRS in section 3. In the system development, the method of tourism feature extraction is a crucial issue. Using questionnaire results shown in section 4, we confirm...
	2. RELATED WORK

	Several researchers have used computer data mining technology to solve a number of problems in the development of tourism, including the discovery and classification of points of interest (POIs) (Bao, 2021; Maeda et al., 2018). Bao (2021) proposes an ...
	Photo analysis has also received increased attention in the field of tourism analysis (Zhang and Dong, 2021; Taecharungroj and Mathayomchan, 2020; Cao et al., 2010; Chen et al., 2009; Wang et al., 2020; Samany, 2019). Zhang and Dong (2021) used data m...
	Moreover, there are many studies focused on the photos taken by tourists (Zhang et al., 2019; Yang et al., 2017; Sun et al., 2019; Giglio et al., 2019). Zhang et al. (2019) identified scenes from tourists' photos and compared the behaviors and percept...
	Although various methods for discovering and classifying POIs have been developed, methods for extracting and classifying the tourism features from tourism websites to be able to adopt on the tourism recommendation system have not been reported. In ou...
	3. Personal Adaptive Tourism Recommendation System (PATRS)

	Fig. 1 shows the concept of PATRS. Travelers input the travel area and their purpose and experience to the system, and the input processing module generates keywords and conditions from the input data and retrieves the POI database (DB). The POI DB st...
	Fig. 1. The concept of PATRS and focus area of this study
	it easier for the tourists to find the POIs suitable to their interest.
	4. Importance of Photo Information on a Tourism Website

	Travelers generally obtain information about the POIs from tourism magazines and websites. The POI information from such media is limited, and it may not be entirely correct or fair because the media often provide biased information contributed by wri...
	To investigate the effectiveness of the tourism information provided on the tourism information website and the translation accuracy of translated Japanese comments, we conducted a survey. A totally of 25 respondents whose native language was Japanese...
	Fig. 2. Survey results of “Is the text strange?”
	Fig. 3. Survey results of “Is the meaning of the translation understandable?”
	Fig. 4. Survey results of “Do you want to visit the tourist spot?”
	Fig. 5. Survey results of “Is the translation helpful for the trip?”
	Through the survey results, we found that inaccurate translation of the comments might give the respondents a negative impression of the tourist spots. For the questions without photos, a high proportion of negative answers was received (e.g., the tex...
	5. Feature Extraction Methods of Photos on Tourism Websites

	The purpose of this paper is to find a way to extract the characteristics of tourism destinations. And then, it will be useful to search for nature or artificial tourism spots according their preference. This study aims to investigate the optimal feat...
	5.1 Color Analysis Method

	We considered using the color analysis method to distinguish the ratio of natural and artificial objects for each photo. Color analysis is an important method in image classification and is widely used in many fields for identification and classificat...
	In this study, we selected the RGB color model based on its superior performance over other color models (Akhloufi et al., 2007). Each photo contains several colors of the RGB components corresponding to the red, green, and blue image components. In t...
	Table 1. Example of extracted color components
	*The R, G and B represent the brightness level of the R (red), G (green) and B (blue), represented by 0-256 (8 bits).
	In color analysis, the hue, brightness, and contrast are essential characteristics. We selected to use hue to discriminate whether the composition of the photo is artificial or natural. To investigate whether a color represents artificial or natural c...
	𝐻𝑢=3𝑅−,𝐺 +2𝐵.        (1)
	We summarized the RGB components, calculated the Hu for each color, and assessed whether the color produced was artificial or natural. We also found the relationship between Hu and the artificial and natural image components, shown in Formulas (2) and...
	𝐻𝑢=3𝑅−,𝐺+2𝐵.≥0       (2)
	the color is artificial,
	𝐻𝑢=3𝑅−,𝐺+2𝐵.<0       (3)
	the color is natural.
	According to the values of Hu, we could obtain the constitution of artificial and natural components of the photos. In this study, we focused our analysis on the artificial ratio in each photo. We defined “Ra” (artificial probability) as shown in Form...
	𝑅𝑎= ,, ( ,𝑅𝑐𝑜-𝑖 .× ,𝐽𝑢-𝑖 .).-,,𝑅𝑐𝑜-𝑖... × 100%      (4)
	Table 2. Example of the calculation by color analysis on hue and the artificial ratio
	Fig. 6. Example of photographic subject extraction
	Table 2 shows an example of the calculation results on the same photo shown in Table 1. In this table, the 50% of “Ju” means 50% of this photo is artificial.
	5.2 Image Recognition Method

	We used the image recognition method provided by Google Cloud Vision for extracting photographic subjects. Google Cloud Vision is a recent technology that enables the extraction of information from visual images and has been used in many recent studie...
	Fig. 6 shows an example of the subject extraction using the Google Cloud Vision API. According to the API specifications, a maximum of 10 labels can be extracted for each photo (some labels may not be available if the contents of the images are unclea...
	The extracted results often include subjects unrelated to tourism. To calculate the artificial ratio of the photos, we filtered the labels in advance, distinguishing the artificial subject words, non-artificial subject words, and other words that are ...
	Formula (5) expresses the method used to calculate the artificial ratio of a photo by means of the label analysis. We named it Ra' to distinguish it from the artificial ratio calculated by the color analysis. Wai and Wni indicate the weights of artifi...
	𝑅,𝑎-′.= ,,,𝑊𝑎-𝑖..-,,𝑊𝑎-𝑖..+ ,,𝑊𝑛-𝑖... × 100%      (5)
	Table 3. Example of the calculation by image recognition of the artificial ratio
	6. Experiments

	To test the feasibility of the proposed methods, we conducted experiment in three types of tourism areas. This section presents the experimental process and results, and compare the two methods as well as discussion.
	6.1 Experimental Conditions

	Table 4 shows the conditions of the experiments. We
	selected "TripAdvisor Japan", the most popular tourism website in Japan, and three target analysis areas. Area "S" is St. Petersburg in Russia as a major sightseeing area, area "G" is Graz in Austria as an intermediately famous sightseeing area, and a...
	Table 4. Experimental conditions.
	Fig. 7. The target analysis photos for area “S”
	Fig. 8. The target analysis photos for area “G”
	Fig. 9. The target analysis photos for area “L”
	Table 5. Artificial ratio extracted results in each area
	(Ra: by color analysis, Ra': by image recognition.)
	*POI: Pont of interest
	6.2 Comparison of the Experimental Results on Color Analysis and Image Recognition

	To test the feasibility of the proposed method, we extracted the artificial ratio for each target analysis photo using the two proposed methods. The extraction results, Ra by color analysis and Ra' by image recognition, for each analysis area, “S”, “G...
	To compare the two proposed methods intuitively, we calculated the difference between Ra and Ra', as shown in Fig. 10. There are a totally of 45 photos. Nine photos (G1, G10, G13, G8, L12, L7, S13, S15, S9) have the same values of Ra and Ra'. Twelve p...
	From the comparison, we can conclude that the results of the artificial ratio extracted using the two methods are very different; they even appear to have opposite results. Accordingly, we considered that these two proposed methods (color analysis and...
	Fig. 10. Difference between Ra and Ra'
	Table 6. Suitable conditions for proposed methods
	6.3 Discussion
	6.3.1 Limitations and Characteristics of the Two Methods


	Through the experiment, we confirmed the respective limitations and characteristics of these two methods. The characteristics are the complementarity of the two proposed methods; for some patterns, the proposed methods have strengths and limitations. ...
	In particular, we obtained the following:
	1. For the photos taken indoor, both methods work well.
	2. Image recognition method is less appropriate at recognizing telephotographic subjects taken from a distance. In contrast, the color analysis method is unaffected by distance.
	3. The artificial objects' appearance had a significant impact on the analysis of the artificial ratio.
	a. If there is a pated building with a natural color (e.g., L13 and G5), the color analysis method could not extract the artificial ratio correctly; however, the image recognition method was unaffected and could compensate for this defect.
	b. The appearance of the artificial objects influence to both methods. If the surface of a building was reflective (e.g., S7), the extracted result was determined based on the reflected objects.
	c. For some unusual photographic subjects, such as sculptures in special shape, a misunderstanding may occur, such as the animal sculptures in G5.
	4. The weather condition additionally affected the analysis of the artificial ratio.
	a. For color analysis, because blue sky is included in a natural object, the ratio of artificial objects reduced. In contrast, the image recognition method ignored the ratio of blue sky and the ratio of the artificial objects increased.
	b. Cloudy, rainy, and snowy weather had a severe effect on the color analysis result. However, the image recognition method is not significantly affected.
	6.3.2 Comparison of the Visual Evaluation of the Two Methods

	We conducted a visual evaluation of all photos (Figs. 7, 8, and 9), and the result was compared with each method. For comparison, we defined the visual value (expressed as Vv) as the average of artificial ratio on each photo. The author of this paper ...
	𝐶𝑟= ,1-𝑛. ,𝑖=1-𝑛-, 1− ,𝑑𝑖𝑓-𝑖...       (6)
	Here, n: number of POI (Point of Interest),
	,𝑑𝑖𝑓-𝑖.: difference between Ra (or Ra') and Vv.
	Table 7 shows the concordance rates of Ra and Vv and Ra’ and Vv. Each of the concordance rates were above 80%, which indicates that the methods were concordant with the visual evaluation result to a certain degree. In addition, the average values of R...
	Table 7. Visual evaluation comparison results
	7. Conclusion

	This study aimed to develop a PATRS to support foreign individual travelers (FIT) from Japan. Finding and classifying POIs are important steps for developing the target system, and feature extraction and classification are required. This paper describ...
	In this study, we proposed two methods: the color analysis method and image recognition (feature words extraction) method. The experimental results of the comparison of the two methods confirmed that each method had different characteristics. By combi...
	In the future, we will consider combining the proposed methods with the feature extraction methods using comments on tourism websites and SNS (Social network service). Furthermore, we will construct more effective and useful feature extraction methods...
	Acknowledgment

	We would like to thank JSPS KAKENHI Grant Number 19K12582 for the support of this research.
	REFERENCES

	Akhloufi, M.A., Larbi, W.B., Maldague, X. 2007. Framework for color-texture classification in machine vision inspection of industrial products. In 2007 IEEE International Conference on Systems, Man and Cybernetics. 1067–1071.
	Akhloufi, M.A., Maldague, X., Larbi, W.B. 2008. A new Color-Texture approach for industrial products inspection. Journal of Multimedia, 3, 44–50.
	Bambil, D., Pistori, H., Bao, F., Weber, V., Alves, F.M., Gonçalves, E.G., Bortolotto, I.M. 2020. Plant species identification using color learning resources, shape, texture, through machine learning and artificial neural networks. Environment Systems...
	Bao, C. 2021. FPGA processor and visual keyword matching to optimize feature recognition of tourism resources. Microprocessors and Microsystems, 80, 1–5.
	Bisong, E. 2019. Google AutoML: cloud vision. Building Machine Learning and Deep Learning Models on Google Cloud Platform. Apress, Berkeley, CA. 581–598.
	Cao, L., Luo, J., Gallagher, A., Jin, X., Han, J., Huang, T.S. 2010. A worldwide tourism recommendation system based on geo-tagged web photos. In 2010 IEEE International Conference on Acoustics, Speech and Signal Processing, 2274–2277.
	Chen, W.C., Battestini, A., Gelfand, N., Setlur, V. 2009. Visual summaries of popular landmarks from community photo collections. In 2009 Conference Record of the Forty-Third Asilomar Conference on Signals, Systems and Computers. 1248–1255.
	Giglio, S., Bertacchini, F., Bilotta, E., Pantano, P. 2019. Using social media to identify tourism attractiveness in six Italian cities. Tourism Management, 72, 306–312.
	Gowda, S.N., Yuan, C. 2018. ColorNet: Investigating the importance of color spaces for image classification. In Asian Conference on Computer Vision. 581–596.
	Hosseini, H., Xiao, B., Poovendran, R. 2017. Google's cloud vision api is not robust to noise. In 2017 16th IEEE International Conference on Machine Learning and Applications (ICMLA). 101–105.
	JTB tourism research & consulting, 2020. https://www.tourism.jp/en/
	Japanese travel trade news [Official], 2017. https://www.travelvoice.jp/english/jtb-report-2017-shows-fit-outnumbers-package-tours-in-the-overseas-travel-market-of-japan/
	Khalil, M.M., Adadurov, S.E., Mahmood, M.S. 2020. Mastering Google cloud: building the platform that serves your needs. Models and Methods for Researching Information Systems in Transport. 41–46.
	Li, S., Sasaki, J., Gallego, C.P., Herrera-Viedma, E. 2019. Features words extraction methods of POI for Japanese FIT using comments in a tourism web site. International Conference on Information Modeling and Knowledge Bases. 488–500.
	Maeda, T.N., Yoshida, M., Toriumi, F., Ohashi, H. 2018. Extraction of tourist destinations and comparative analysis of preferences between foreign tourists and domestic tourists on the basis of geotagged social media data. ISPRS International Journal ...
	Milotta, F.L.M., Tanasi, D., Stanco, F., Pasquale, S., Stella, G., Gueli, A.M. 2018. Automatic color classification via Munsell system for archaeology. Color Research & Application, 43, 929–938.
	Mulfari, D., Celesti, A., Fazio, M., Villari, M., Puliafito, A. 2016. Using Google Cloud Vision in assistive technology scenarios. In 2016 IEEE Symposium on Computers and Communication (ISCC). 214–219.
	Richards, D.R., Tunçer, B. 2018. Using image recognition to automate assessment of cultural ecosystem services from social media photographs. Ecosystem Services, 31, 318–325.
	Samany, N.N. 2019. Automatic landmark extraction from geo-tagged social media photos using deep neural network. Cities, 93, 1–12.
	Sasaki, J., Li, S., Herrera-Viedma, E. 2019. A classification method of photos in a tourism website by color analysis. In International Conference on Industrial, Engineering and Other Applications of Applied Intelligent Systems. 265–278.
	Sun, X., Huang, Z., Peng, X., Chen, Y., Liu, Y. 2019. Building a model-based personalised recommendation approach for tourist attractions from geotagged social media data. International Journal of Digital Earth, 12, 661–678.
	Szummer, M., Picard, R.W. 1998. Indoor-outdoor image classification. In Proceedings 1998 IEEE International Workshop on Content-Based Access of Image and Video Database. 42–51.
	Taecharungroj, V., Mathayomchan, B. 2020. The big picture of cities: Analysing Flickr photos of 222 cities worldwide. Cities, 102, 1–32.
	Tominaga, S. 1992. Color classification of natural color images. Color Research & Application, 17, 230–239.
	Tourism Management Tutorial, 2021. https://www.tutorialspoint.com/tourism_management/
	Vailaya, A., Figueiredo, M.A., Jain, A.K., Zhang, H.J. 2001. Image classification for content-based indexing. IEEE Transactions on Image Processing, 10, 117–130.
	Wang, R., Luo, J., Huang, S.S. 2020. Developing an artificial intelligence framework for online destination image photos identification. Journal of Destination Marketing & Management, 18, 100512.
	Yang, L., Wu, L., Liu, Y., Kang, C. 2017. Quantifying tourist behavior patterns by travel motifs and geo-tagged photos from Flickr. ISPRS International Journal of Geo-Information, 6, 1–18.
	Zhang, J., Dong, L. 2021. Image monitoring and management of hot tourism destination based on data mining technology in big data environment, Microprocessors and Microsystems, 80, 1–8.
	Zhang, K., Chen, Y., Li, C. 2019. Discovering the tourists' behaviors and perceptions in a tourism destination by analyzing photos' visual content with a computer deep learning model: The case of Beijing. Tourism Management, 75, 595–608.



