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ABSTRACT 
 

Cancer is a non-contagious disease that is the leading cause of death globally. The 
most common types of cancer with high mortality are lung and colon cancer. One of the 
efforts to reduce cases of death is early diagnosis followed by medical therapy. Tissue 
sampling and clinical pathological examination are the gold standard in cancer diagnosis. 
However, in some cases, pathological examination of tissue to the cell level requires high 
accuracy, depending on the contrast of the pathological image, and the experience of the 
clinician. Therefore, we need an image processing approach combined with artificial 
intelligence for automatic classification. In this study, a method is proposed for automatic 
classification of lung and colon cancer based on a deep learning approach. The object of 
the image that is classified is the histopathological image of normal tissue, benign cancer, 
and malignant cancer. Convolutional neural network (CNN) with VGG16 architecture 
and Contrast Limited Adaptive Histogram Equalization (CLAHE) were employed for 
demonstration of classification on 25000 histopathological images. The simulation 
results show that the proposed method is able to classify with a maximum accuracy of 
98.96%. The system performance using CLAHE shows a higher detection accuracy than 
without using CLAHE and is consistent for all epoch scenarios. The comparative study 
shows that the proposed method outperforms some previous studies. With this proposed 
method, it is hoped that it can help clinicians in diagnosing cancer automatically, with 
low cost, high accuracy, and fast processing on large datasets. 
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1. INTRODUCTION 
 

Lung and colon cancer has been identified being one of the leading causes of death 
worldwide. It is one of the most dangerous tumors that can harm a person's health (Chang 
and Abu-Amara, 2021). It has the highest mortality rate of all tumors, and it is also the 
leading cause of cancer death in both men and women (Siegel et al., 2017). 

In recent years, deep learning algorithms for detecting and identifying lung and colon 
cancer using histopathological slide, X-rays, MRIs, Endoscopic, and CT scans images 
have become a main research topic (Ali and Ali, 2021). Since their reemergence, 
Convolutional Neural Networks (CNN) were used in almost all deep learning algorithms 
for medical image classification (Sharma et al., 2020). Convolutional neural networks 
are divided into two types, each with a fundamentally different working concept. The 
two types of convolutional neural networks are traditional CNN and separable CNN 
(Elnakib et al., 2020).  

Several research groups have made progress in the field of lung cancer detection using 
computer vision based on histopathological images in recent years. Saif et al. (2020) 
used VGG16 as CNN model to diagnose 1500 of lung cancer images, the result achieve 
98.55% of accuracy. Ayad et al. (2020) proposed a CT-based lung segmentation method 
that used the weighted Softmax function. Using the LIDC- IDRI CT lung images  
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database, the system obtained a maximum segmentation 
accuracy of 98.90%. Another research by Masud. et al. 
(2021). was obtained Digital Image Processing (DIP) and 
Deep Learning (DL) to classify five types of lung and colon 
cancer from histopathological slide images with the highest 
96.33% of accuracy. Hatuwal and Thapa (2020) looked at 
benign tissue, squamous cell carcinoma, and 
adenocarcinoma to categorize lung cancer forms. The 
training and testing accuracy of the CNN model were 96.11 
and 97.2 percent, respectively. Since CNN has showed 
promise in classifying lung and colon cancer (Saleh et al., 
2021), the performance of this algorithm is being assessed 
in this study. On the other approach, Contrast Limited 
Adaptive Histogram Equalization (CLAHE) is gaining 
traction in the medical imagery categorization field due to 
its simple models for image enhancement (Sepasian et al., 
2008; Ma et al., 2018; Stimper et al., 2019; Buddha et al., 
2020). 

As a result, in this study, we combine VGG16 as the CNN 
model and CLAHE to classify the histopathology slide 
images of lung and colon cancer. In this proposed research, 
image preprocessing to balance the colors and maintain the 
overall detail for optimal feature learning is an important 
part of this research. 

 
2. MATERIALS AND METHODS 

 
2.1 Histopathological Image Dataset 

This study used histopathological image dataset of lung 
and colon cancer collected from the LC25000 dataset by 
Borkowski et al. (2019). Color image with the .jpeg format 
totaling 25,000 data consisting of five categories, such as: 
Colon Adenocarcinoma, Benign Colonic Tissue, Lung 
Adenocarcinoma, Benign Lung Tissue, and Lung Squamous 
Cell Carcinoma. The class name, class ID and number of 
samples of each type are shown in Table 1. Sample 
histopathological images from each class used in this study 
are presented in Fig. 1. 

 
2.2 Convolutional Neural Network (CNN) 

Convolutional layer, pooling layers, and full connections 
are the basic stages in CNN architecture (Kalaivani et al., 
2020; Ali and Ali, 2021), as depicted in Fig. 2. 

Convolutional layers are made up of multiple nodes that 
extract data from the input images. To fulfill the basic 
purpose of features extraction on input images, these layers 
use a huge number of kernels or filters. Many feature maps 
are constructed inside the step-1 convolutional process 
employing detector features to obtain the first convolutional 
layer using Equation (1). 
 
(𝑓𝑓 ∗ 𝑔𝑔)(𝑡𝑡) ≅ ∫ 𝑓𝑓(𝜏𝜏)𝑔𝑔(𝑡𝑡 − 𝜏𝜏)𝑑𝑑𝑑𝑑∞

−∞                    (1) 
 
Here 𝑓𝑓 is input image, 𝑔𝑔 is kernel or filter matrix. This 

convolutional are in time domain (𝑡𝑡 ) and the shifting are 

based on 𝜏𝜏 . Pooling layers are commonly used after 
convolutional layers. The main goal of these layers is to 
reduce the input data's dimension, in spatial domain are 
width and height before transferring into the next layers. 
The computing efficiency of CNN models is aided by these 
layers. Fully-connected layers are entirely connected to one 
end of the CNN network's preceding layers (Mamdouh et 
al., 2021). These elements can help learn output 
probabilities, which are used to assess the model's accuracy. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 1. Histopathological image (a) lung_ACA (b) lung_N 
(c) lung_SCC (d) colon_N (e) colon_ACA 

 
2.3 Architecture VGG16 

The CNN architecture employed in this study is Visual 
Geometry Group 16, also known as VGG16. Fig. 3 presents 
the VGG16 architecture. Layer Cov1 uses a fixed size RGB 
image of 224 × 224. This input goes through several 
convolution layers and is filtered with a very small 
dimension of 3 × 3. One of the configurations also uses a 1 
× 1 convolution filter, which is a linear transformation 
followed by a non-linear transformation. Max pooling 
consists of 5 layers which are used for spatial polling with a 
2 × 2 pixel window and lowering the sample resolution by 
2 factors. The three Fully Connected (Fc) layers follow a 
convoluted layer stack with 4096 channels in the first 2 Fc 
layers and 1000 channels for the last Fc. This layer connects 
the entire network. 
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Table 1. LC25000 dataset description 
The type of cancer Class name Class ID Number of samples 

Colon adenocarcinoma Colon_ACA 0 5000 
Benign colonic tissue Colon_N 1 5000 
Lung adenocarcinoma Lung_ACA 2 5000 

Benign lung tissue Lung_N 3 5000 
Lung squamous cell carcinoma Lung_SCC 4 5000 

 

 
Fig. 2. Basic architecture of CNN 

 
2.4 Contrast Limited Adaptive Histogram 

Equalization (CLAHE) 
CLAHE is a more advanced variant of the Adaptive 

Histogram Equalization algorithm (AHE). This is utilized in 
image contrast improvisation, equalizes the lightness and 
prevents the images from noise (Maheshan et al., 2018). The 
OpenCV CLAHE API is utilized to improve the image in 
this approach. First, the image is converted to grayscale, and 
then the grayscale image is supplied into the OpenCV 
CLAHE API. The API delivers a new image that is an 
upgraded version of the original. The processes involved in 
CLAHE are represented in Table 2 (Pizer et al., 1990). 
 
2.5 Proposed Framework 

The general proposed framework for lung and colon 
cancer classification is presented in Fig. 4. There are two 
main phases, namely training, and testing. The input data is 
a labeled RGB image consisting of five classes. The ratio of 
the number of images for training and testing is 80:20. All 
input images are preprocessed using CLAHE for contrast 
enhancement. The following process is feature extraction 
using the convolution operation and pooling and 
classification. At the training stage, variations in the number 
of epochs are applied to find the optimum parameters so that 
the prediction model produces the highest accuracy. The 
model with the best parameters is stored and used in the 
testing phase.  

The basic CNN architecture used in this study is VGG16 
with a transfer learning system on ImageNet. Then the 
model that is generated using a transfer learning system is 
called the pre-trained model. The pre-trained model is 
divided into two main components, namely the base model 

and the custom head network. After the Pre-trained model 
is generated, the next step is to create a custom head model 
which will later be added to the main model. Meanwhile, 
the optimization system used in this study is the Adam 
Optimizer with parameters including: learning rate 1e-5, 
decay step 755, decay rate 0.9, and for the loss function 
using categorical cross-entropy. Furthermore, at the training 
stage using a batch size of 32 and a checkpoint model that 
aims to store the model with the best accuracy in each 
epochs scenario. A summary of the CNN-architecture 
parameters which were employed in this study is presented 
in Table 3. The performance test of the proposed method 
was carried out on images with CLAHE and without 
CLAHE. The test uses 10 epochs, 20 epochs, 30 epochs, 40 
epochs and 50 epochs to find the best performance.  
 

Table 3. CNN parameter which is used in this study 
Variables Value 

Architecture VGG16 
Image size 224 × 224 

Epochs 10, 20, 30, 40 and 50 
Batch size 32 

Filters 64 
2D Convolutional layers (size) 3 (3 × 3) 
Convolutional layer activation Relu 

Dense layer activation Softmax 
Compiler optimizer Adam 

Compiler loss Categorical 
crossentropy 

Learning rate 1e-5 
Decay steps 755 
Decay rate 0.9 

 



International Journal of Applied Science and Engineering 
 

 
Hadiyoso et al., International Journal of Applied Science and Engineering, 20(1), 2022004 

 

 
https://doi.org/10.6703/IJASE.202303_20(1).006                                                                                     4 
          

 
Fig. 3. VGG16 architecture (Li and Guo, 2018) 

 
Table 2. The steps of CLAHE algorithm 

Data input : Image (img) 
Step 1 : Read the image as img 
Step 2 : Plot the histogram of img 
Step 3 : Using OpenCV to apply the CLAHE API function 
Step 4 : Save the new image from step 3 as “clahe_img.jpg” 
Result “clahe_img.jpg” is the enhanced image 

 

 
Fig. 4. Proposed classification framework 

 
Testing the proposed method using the Google Colab Pro 

application with high tensor processing unit and High-RAM 
hardware. A total of 25000 images were processed 
consisting of 5,000 test images and 20,000 training images 
representing all histopathological images of cancer type. 
The test image consists of 1021 colon _ACA, 1000 colon_N, 
985 lung_ACA, 989 lung_N, and 1005 lung_SCC. 

 
3. RESULTS AND DISCUSSION 

 
Fig. 5 shows the raw images and CLAHE images for each 

type of cancer. Visually, the CLAHE image seen more 
contrasted with the clear boundaries than the raw image. So, 
it is hoped that using CLAHE will get better system 
performance in terms of higher classification accuracy. Fig. 
6 shows the mean feature map of each type of 
histopathological cancer image from one of the 

convolutional stages. From the generated feature map, it can 
be seen that there are differences in characteristics between 
classes. Direct observation showed that the 
histopathological images of lung and colon have different 
characteristics. 

Table 4 is a summary of the accuracy of the classification 
simulation results on 5000 test images using the proposed 
model. Table 4 shows the highest accuracy of 98.96% with 
specificity and sensitivity of 99.74% and 98.96%, 
respectively. The number of epochs affects the accuracy 
which is linear with increasing accuracy both using CLAHE 
and without CLAHE. From this test, it is also known that 
the CLAHE technique is able to generate higher accuracy 
than without CLAHE for all scenarios with the number of 
epochs as shown in Fig. 7. Simple analysis that CLAHE 
increases the contrast of the image so that better 
characterization results will be obtained. 
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(a) 

 
(b) 

Fig. 5. Histopathological image (a) raw (b) result of CLAHE 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 6. Feature map of each class (a) lung_ACA (b) 
lung_N (c) lung_SCC (d) colon_ACA (e) colon_N 

 
Based on the confusion matrix presented in Table 5, it is 

known that the detection accuracy for normal cases reaches 
100% for normal lung pathology. Meanwhile, the detection 
accuracy of lung ACA generates the highest detection error 
compared to other types of pathology. Classification errors 
in Lung ACA are generally misclassified to Lung SCC 
because the histopathological images have a high similarity 
as shown in Fig. 1(a) and Fig. 1(c). 

Table 4. Accuracy for each scenario 

Epoch Accuracy (%) 
Non-CLAHE CLAHE 

10 98.04 98.5 
20 98.82 98.82 
30 98.78 98.86 
40 98.86 98.86 
50 98.86 98.96 

 
Based on the confusion matrix, the proposed method is 

also capable of classifying histopathological types of lung 
and colon images with high accuracy. The proposed method 
generates a small error, whether the lung image is detected 
as a colon image or vice versa. 

The performance of the proposed method is then 
compared with several previous studies which used the 
same dataset or other cancer histopathological datasets. 
Table 6 shows a comparison of the performance of this study 
with several previous similar studies over a two-year period. 
From Table 3 it can be seen that the classification accuracy 
of our proposed method outperforms almost all other studies 
except the study by Nishio et al. (2021) and Abbas et al. 
(2020). In study by Nishio et al. (2021) and Abbas et al. 
(2020), the highest accuracy achieved was slightly higher 
than our study, but in the case of three classes of lung 
histopathological image classification. Actually, the 
comparison cannot be done directly, even in several studies 
that use the same dataset, they have different test scenarios, 
for example the case of two-class or three-class 
classification. However, the histopathological image 
classification method proposed in this study is capable of 
generating high accuracy in application to large datasets. In 
the end, it is hoped that the proposed method can be used by 
clinicians in assisting clinical diagnosis. 

 
4. CONCLUSION 

 
The classification method based on CNN with VGG16 
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architecture and CLAHE can classify histopathological 
cancer images of 5 classes consisting of lung and colon 
cancer. The CNN architecture consists of a convolutional 
layer, a max-pooling layer, and a fully connected layer, and 
a classification layer to classify the five classes. The 
experimental results show that the proposed system 
outperforms the previous research. The maximum accuracy 
reaches 98.96%, with 98.96% Precision, 0.26% False 
Positive Rate and 98.96% F1 score. In addition, the results 
of early diagnosis are shown based on the sensitivity and 
specificity parameters obtained at 98.96% and 99.74%, 

respectively. The test scenario using CLAHE shows a 
higher accuracy performance than without using CLAHE. 
Based on the simulation, the proposed method produces 
high accuracy and reliability so that it is expected to be used 
to support clinical diagnosis and early detection of cancer 
based on clinical pathology images. In further research, we 
focused on preprocessing input, testing with grayscale 
images, and exploring the use of other CNN architectures, 
such as: restnet, alexnet, or VGG19. 

 

 

 
Fig. 7. Performance comparison of CLAHE 

 
Table 5. Confusion matrix (using CLAHE and 50 epoch) 

 Predicted class  
colon_ACA colon_N lung_ACA lung_N lung_SCC Acc. (%) 

G
ro

un
d 

tru
th

 

colon_ACA 1011 0 6 0 4 99.02 
colon_N 3 997 0 0 0 99.7 

lung_ACA 6 0 963 1 15 97.7 
lung_N 0 0 0 989 0 100 

lung_SCC 2 1 14 0 988 98.3 
 Average 98.96 

 
Table 6. Comparison with previous studies 

Author Image type/dataset Image/number of classes Method ACC (%) 

Mangal et al., 2020 Histopathological / LC25000 Lung and colon / 3 and 2 
classes CNN-RMSprop 97.89 

Nishio et al., 2021 Histopathological / private 
dataset and LC25000 Lung / 5 and 3 classes 

Homology-based image 
processing + Machine 

learning 

78.3 and 
99.33 

Abbas et al., 2020 Histopathological / LC25000 Lung / 3 classes CNN-ResNet 99.8 
Masud et al., 2021 Histopathological / LC25000 Lung and Colon / 5 classes CNN 96.33 

Hatuwal and Thapa, 2020 Histopathological / LC25000 Lung / 3 classes CNN 97.2 
Saleh et al., 2021 CT-Images Lung / 4 classes CNN-SVM 97.91 

Khalid Bukhari et al., 
2020 Histopathological / LC25000 Colon CNN-ResNet 93.91 

Irawati et al., 2021 Histopathological / LC25000 Lung / 3 classes Compressive sensing - 
KNN 88 

This study Histopathological / LC25000 Lung and Colon / 5 classes CNN-CLAHE-VGG16 98.96 
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